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We describeongoing work which combinesthe re-
centlyemenging semantianarkuplanguageDAML+OIL
(for ontology specification) the text-basedclassification
technology(for similarity information collection), and
Bayesianreasoning(for similarity synthesisand final
mapping selection),to provide ontology mapping be-
tweentwo classificatiorhierarchies.This work supports
aninteractie systemusedto semi-automaticallyouild a
mappingfrom onetopic hierarchyinto another This sys-
temwill be usedaspartof the ITTALKS [1] systemto
allow multiple topic ontologiesto be usedto describethe
subjectf talks andthe interestf users.The ontology
mapsdevelopedby our tools canthenbe usedto recog-
nizedthatatalk describedy termsin oneontologymight
be of interestto a userswho hasdescribedher interests
usingtermsdrawn from another A more completede-
scriptionof thiswork is availableat[2].

Ontologies The two hierarchieswe usedas exam-
plesareACM topicontologyandasmallITTALKS topic
ontology which organizesclassesf IT relatedtalks in
a way differentfrom ACM classification. Both ontolo-
gies,aswell asthe outputmappings,are marked up in
DAML+OIL. Eachconcept/clasén anontologyis asso-
ciatedwith a setof exemplars, whichareURLsto thelo-
cationsof text documentshoughtto belongto thatclass.

Text-basedclassification TheRainbav text classifier
[3] is usedto generatesimilarity scoredetweerconcepts
in the two ontologiesbasedon their associatedexem-
plar documentsFirst,amodel is built for eachontology,
which primarily containsstatisticainformationaboutthe
exemplarsassociateavith eachconceptin thatontology
Then,thesimilarity scoreS, (A;, B;) from conceptB; in
ontologyB to concept4; in ontologyA canbe obtained
by comparingthe exemplarsof B; againstthe modelof
ontology A. In essences, (A;, B;) measuresimilarity
betweerexemplarsassociatevith B; andthosewith A4;.

Bayesian subsumption B; may (partially) match
morethanone conceptin A, eachwith a differentsimi-
larity score.Also sincea non-leafnodeis a superclassf
its children,its exemplarsshouldincludeboththoseasso-
ciatedwith it andthosewith all of its descendantin the
hierarchy Therefore,non-leafnodesneedto synthesize
scoresfrom their descendantbeforethe final mapping

canbeselected.Thisis accomplishedby a Bayesiarex-
tensionof the subsumptioroperationof descriptionlog-
ics. In this approachye assumehatall leasesin a hier
archyform a mutually exclusive and exhaustve set,and
take thescoreS, (4;, B;) asP(4;|B;) if B; is aleaf!

Then, the conceptA* is saidto be the bestmapping
of aconceptB; if (1) P(A * |B;) > 0.5, and(2) none
of A*’s children A, hasP(A|B;) > 0.5. Thesetwo
conditiongtogethegive A* theflavor of themostspecific
subsumptionn descriptionogics.

Thealgorithmof finding A* is a simpleprocedurghat
takestwo passesverthe hierarchyof A:

Bottomrup: Synthesizehe probability for eachnon-leaf
nodeAi asP(Ai | B]) = ZAkECh’ild(Ai) P(Ak | B])
Top-down: Recursiely searchfor A*, starting from
A0t If it doesnotsatisfythetwo conditionsthenmove
down to its mostprobablechild.

Experiment results Preliminary experimentshave
beenconductedverthetwo topic ontologiesfor a setof
selectedconcepts. The resultingmappingswere ranked
by their respectie probabilities,and were given to five
peopleknowledgeableaboutcomputerscienceor evalu-
ation. For the top 5%,10%,15%, and 20% ranked map-
pings,acceptableate$XS were0.8,0.7,0.68,0.65, re-
spectvely. Encouragedy theseresults,we planto con-
tinuethis work alongseveral directions,including relax-
ing the mutualexclusive assumptionutilizing properties
associateavith individual classesand conductingaddi-
tional experimentf largerscales.
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Uf B; is a non-leaf, P(A;|B;) = ZBkij P(A;|Byg) -
P(Bg)/P(Bj) can be computedfrom the scores Sy (A, By) if
P(By)/P(Bj) areavailable.

2A mappingis acceptabléf 4 of the5 evaluatorsagreed



