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(ABSTRACT)

The Streamline Upwind/Petrov-Galerkin (SU/PG) method is applied to higher-o

finite-element discretizations of the Euler equations in one dimension and the Navie

Stokes equations in two dimensions. The unknown flow quantities are discretized on

meshes of triangular elements using triangular Bezier patches. The nonlinear residu

equations are solved using an approximate Newton method with a pseudotime term

resulting linear system is solved using the Generalized Minimum Residual algorithm

block diagonal preconditioning.

The exact solutions of Ringleb flow and Couette flow are used to quantitatively

establish the spatial convergence rate of each discretization. Examples of inviscid flo

including subsonic flow past a parabolic bump on a wall and subsonic and transonic

past a NACA 0012 airfoil and laminar flows including flow past a a flat plate and flow 

a NACA 0012 airfoil are included to qualitatively evaluate the accuracy of the discret

tions. The scheme achieves higher order accuracy without modification. Based on th

cases presented, significant improvement of the solution can be expected using the 

order schemes with little or no increase in computational requirements. The nonlinea

tem also converges at a higher rate as the order of accuracy is increased for the sam

ber of degrees of freedom; however, the linear system becomes more difficult to sol

Several avenues of future research based on the results of the study are identified, 

ing improvement of the SU/PG formulation, development of more general grid gener

strategies for higher order elements, the addition of a turbulence model to extend th

method to high Reynolds number flows, and extension of the method to three-dimen

flows. An appendix is included in which the method is applied to inviscid flows in thre



dings
dimensions. The three-dimensional results are preliminary but consistent with the fin

based on the two-dimensional scheme.
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Chapter 1

Introduction

High-Reynolds-number Navier-Stokes computations for complex aerodynamic 

figurations currently require vast amounts of computer resources for adequate resol

of the flow field. Indeed, the demands are so great that it is often not possible to per

complete and rigorous grid convergence studies for these configurations. State-of-th

methods rely on linear data distributions in mesh cells resulting in at best second or

accuracy. Methods based on higher order data distributions introduce additional com

tional complexity, but yield more accurate results, especially as the mesh is refined.

Higher order methods have the potential to achieve solutions of much higher quality

coarser meshes compared to present state-of-the-art methods.

One of the most popular schemes for obtaining solutions on unstructured mesh

the finite volume scheme, in which the governing equations are solved in integral for

over the discrete volumes formed by the cells of a mesh. Descriptions of various finit

ume schemes on unstructured meshes are given by Barth and Jesperson[1], Whitak

al.[2], Jameson, et al.[3, 4, 5], and Mavriplis and Jameson[6]. Barth[7] presents a de

account of the implementation of finite volume schemes for the Euler and Navier-Sto

equations using efficient edge-based data structures. Finite volume schemes gener

solve for quantities averaged over cells of the actual mesh in the case of cell-center

schemes or over cells of a dual mesh in the case of vertex schemes. In any event, in

to evaluate the residual, a polynomial data distribution must be reconstructed from t
1
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averaged quantities.

To achieve second order accuracy (as in the foregoing references), a linear dis

tion can be reconstructed in a cell using data from the cell’s immediate neighbors. In

trast, to achieve higher than second order accuracy, a higher order distribution must

constructed in each cell, requiring information from more distant neighbors. This wa

done by Barth and Frederickson[8] for quadratic reconstruction (and hence third ord

accuracy). More recently, Hu and Shu[9] devised a fourth order scheme without exp

ing the third order stencil by requiring averaged quantities to match in all cells of the

cil. While these methods show promising results, extending them to even higher ord

accuracy will require further expansion of the stencil to still more distant neighboring

cells. These stencils will be nonsymmetric in general and the reconstruction indices 

coefficients must be stored for every cell in contrast to finite-element methods, in wh

interpolation coefficients are identical in every cell.

Halt[10] and Halt and Agarwal[11] used a variation of a finite volume scheme in

which higher order polynomial data distributions were constructed locally in each ce

using cell-averaged derivative information. To solve for the cell-averaged derivatives

governing equations were extended to include either derivatives or moments of the g

erning equations. Halt demonstrated that significant gains in accuracy as well as effic

could be achieved through the use of higher order methods. Halt also concluded tha

moments of the governing equations was more robust than using the derivative met

Halt’s moment method is similar to the Discontinuous Galerkin finite-element metho

described later in this chapter.

An alternative to the finite-volume formulation is the finite-element method. In t

case, a polynomial data distribution is prescribed in each cell rather than reconstruc

the distribution from averaged quantities. Finite element theory is described in detail

Zienkiewicz[12], Hughes[13], and Baker and Pepper[14]. In this method, the govern

equations are solved in weak form by forming an inner product of the residual and a 

“trial” functions. As with finite difference and finite volume schemes, care must be ta

to produce a stable scheme for the Euler and Navier-Stokes equations.
2
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Recently, a finite element method for solving hyperbolic systems, the “discontin

Galerkin” (DG) method, has gained considerable popularity. In this method, the solut

allowed to have finite discontinuities at cell interfaces by prescribing independent se

polynomial coefficients in each element. A Riemann solver is used to compute a uni

flux at element interfaces and to provide an upwind formulation. Descriptions of the

method are given by Cockburn, et al.[15, 16, 17] and Bey[18]. Atkins and Shu[19] ap

the method to the linearized Euler equations, while Lowrie, et al.[20] and Bey and

Oden[21] applied the method to the Euler equations and Bassi and Rebay[22, 23] a

the method to the Euler and Navier-Stokes equations.

A disadvantage of the DG method is that more unknowns are required to repre

the double-valued solution on cell boundaries. For orders of accuracy less than or eq

4, the number of unknowns for the DG method is a factor of over 2 greater for triang

and nearly 5 greater for tetrahedra than a comparable continuous formulation.

By enforcing a continuous solution, stabilization of the system by means of a R

mann solver are precluded unless a discontinuous solution is somehow reconstructe

alternative is to add either an explicit stabilizing dissipation to the residual itself or to

modify the finite-element trial function. Brooks and Hughes[24] showed that these tw

approaches are equivalent in one dimension. Methods of this type fall into the gener

egory of stabilized finite element methods. The theoretical basis for these methods w

outlined briefly below.

Given an operatorL and a forcing functionf, the solutionu is sought which satisfies

(1)

in a domainΩ subject to boundary conditions. Finite element methods solve equation

the weak form given by

(2)

where equation 2 is satisfied for all trial functionsv. The inner product  is defined a

. (3)

In a stabilized finite element method, the variational statement is modified such

Lu f=

Lu v,〈 〉 f v,〈 〉=

a b,〈 〉

a b,〈 〉 b a⋅( ) Ωd
Ω
∫=
3
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consistency is preserved and stability is enhanced[25]. This preservation of consiste

a key feature of stabilized methods allowing high order accuracy. The modified weak

statement is written as

(4)

where K indexes the elements,  is a scaling parameter defined on each element, 

is another differential operator which may or may not coincide withL. The only require-

ment on  is that it vanishes as the grid is refined. Note that the inner product in th

bilizing term includes the entire residual.

In advective-diffusive systems, the Streamline Upwind/Petrov-Galerkin (SU/PG

scheme results when  is equal to the advective part of the operator . This metho

presented in detail by Brooks and Hughes[24] and Hughes and Mallet[26, 27]. The

method has been applied to the compressible Euler and Navier-Stokes equations by

laïmani and Fortin[29], Franca, et al.[30], and by Brueckner and Heinrich[31]. Carett

al.[32] and Paillere, et al.[33] applied the method using multidimensional upwinding 

niques and showed that in one dimension, the method derived in this way is identical

original SU/PG method derived in [26]. While the SU/PG method has been applied e

sively to linear data distributions in the literature, there seems to be no prior applicati

the method to higher order discretizations.

If  in equation 4, the method is referred to as Galerkin Least-Squares (G

This method is described in detail by Hughes, et al.[28] for scalar advective-diffusive

equations and by Shakib, et al.[34, 35] for the Euler and Navier-Stokes equations. S

the fundamental source of instability in the Euler and Navier-Stokes equations is the

inance of the advective terms, it is unclear that the additional complexity of the GLS

method over the SU/PG method has any real benefit. Note, however, that for purely 

tive equations SU/PG and GLS are identical.

The SU/PG method would seem the most promising path to achieving a practic

higher order scheme. In the following chapters, the SU/PG method will be described

Lu v,〈 〉 τK Lu f– L'v,〈 〉K
K
∑+ f v,〈 〉=

τK L'

τK

L' L

L' L=
4
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detail and applied to higher order discretizations of inviscid flow in one dimension an

inviscid and viscous flows in two dimensions. An appendix is included in which the

method is applied to inviscid flows in three dimensions. The spatial convergence rat

the method will be established for the two-dimensional scheme by performing grid re

ment studies and computing norms of the global solution error for Ringleb flow[36] a

Couette flow[37].
5



t

ient

rts
Chapter 2

The Streamline Upwind/Petrov-Galerkin
Method

2.1 Scalar Advection - One Dimension

Consider the steady-state scalar advection equation in one dimension:

(5)

wherea is an advection speed andu is the unknown solution. The Galerkin finite-elemen

discretization of this equation is unstable, so an artificial dissipation term with coeffic

 is added to stabilize the scheme, resulting in equation 6 below.

(6)

Now consider a Galerkin formulation on the modified equation:

(7)

wherew is the Galerkin weight function. Integrating the artificial dissipation term by pa

yields the following:

a
xd

du
0=

k

a
xd

du
xd

d
k

xd
du

=

w a
xd

du
xd

d
k

xd
du

– 
  xd

0

L

∫ 0=
6



orm:
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n and

f
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.

(8)

By stipulating that the dissipation coefficient  vanishes at the boundaries, and

selecting the following form for

(9)

whereτ is a scaling parameter, the residual equation can be written in the following f

(10)

The effect of the artificial dissipation is seen to be equivalent to the addition of a per

tion to the Galerkin weight function. The Euler-Lagrange equation corresponding to 

tion 10 is identical to equation 5; thus, the exact solution satisfies the residual equatio

the method is consistent.

It has been shown in reference 24 that the following form for the parameterτ will

yield a nodally exact solution to equation 5:

(11)

where∆x is the element size. For linear data on a uniform grid, the above definition oτ

results in the following discrete equation for nodei:

(12)

which is identical to the discretization of Courant, Isaacson and Reeves[38].

The following sections summarize the extension of this formulation to multiple

dimensions and to systems of equations. While the residual equation can be straigh

wardly extended to these cases, the form of the parameterτ for multidimensional equa-

tions and systems is ratherad hoc and still the subject of research (see e.g. 29, 32, 39)

wa
xd

du
xd wk

xd
du

0

L

–
xd

dw
k

xd
du

xd

0

L

∫+

0

L

∫ 0=

k

k

k aτa=

w
xd

dw
aτ+ 

 a
xd

du
xd

0

L

∫ 0=

τ x∆
2 a
---------=

a a+
2

--------------- ui ui 1––( ) a a–
2

-------------- ui 1+ ui–( )+ 0=
7
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2.2 Advective Systems - One Dimension

The extension of the SUPG scheme to one-dimensional systems is fairly straig

ward. The governing equations can be written as

(13)

whereF is an advective flux vector which is, in general, a nonlinear function of the so

tion vectorQ. The flux JacobianA is defined as a matrix whose elements are the deriva

tives of the components of the flux vector with respect to the components of the solu

vector (i.e. ). The governing equations can now be written in quasi-linea

form as

. (14)

The system can now be diagonalized by executing the matrix transformation

, (15)

where  are the eigenvalues of the Jacobian matrixA andT and  are formed by its

right and left eigenvectors, respectively. The number of equations in the system is re

sented byn. The scalar SU/PG scheme is applied to each of the resultingn scalar equa-

tions, resulting inn parameters  given by

. (16)

By applying the inverse matrix transformation, the residual equation becomes

(17)

where the parameterτ is now matrix-valued and is given by

. (18)

xd
d

F Q( ) 0=

A F∂ Q∂⁄=

A
xd

dQ
0=

A TΛT
1–

= Λ diag λ1 … λn, ,( )=

λi T
1–

τi

τi
x∆

2 λi
-----------=

w
xd

dw
Aτ+ 

 
xd

dF
xd

0

L

∫ 0=

τ T
1–
diag τ1 … τn, ,( )T

x∆
2

------ A
1–

= =
8
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2.3 Scalar Advection - Multiple Dimensions

In multiple dimensions, the advection operator is formed as a dot product betw

an advection vector and the solution gradient as in equation 19.

(19)

where repeated indices indicate summation over the spatial dimensions. The resulti

weak statement is:

. (20)

As noted in reference 27, the direction of upwinding need not coincide with the

streamline and can, in fact, contain any component perpendicular to the gradient of 

solution. This leads to so-called “discontinuity capturing” operators[27]. Mizukami an

Hughes[40] used this fact to construct a scheme to solve the scalar advection-diffus

problem with a linear interpolant on triangular elements that satisfies a maximum pr

ple; however, this scheme has no extension to higher order interpolants, higher dime

or different element shapes. In fact, no optimal upwinding direction has been formul

for these cases; thus, for simplicity, the upwind direction used in the current study co

cides with the advection vector. This leads to the following definition for the (scalar)

parameterτ:

(21)

where the metric terms  result from the element coordinate transformation a

form the multidimensional analog of the one-dimensional length scale∆x.

ai xi∂
∂u

0=

w
xj∂

∂w
aj 

 τ+ ai xi∂
∂u

 
  Ωd

Ω
∫ 0=

τ
xj∂

∂ξi aj 
 
 

2

i
∑

1
2
---–

=

ξi∂ xj∂⁄
9
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2.4 Advective Systems - Multiple Dimensions

A multidimensional advective system of equations can be written in the followin

form:

(22)

where  is then-component flux vector in thei direction and repeated indices denote

summation. As in the one-dimensional case, the system can be expressed in quasi-

form as follows:

(23)

where  is the flux Jacobian matrix in thei direction. The SUPG weak statement is give

by

. (24)

If the flux Jacobians  are simultaneously diagonalizable, the system can be w

as a set ofn scalar advection equations and the method of the previous section can b

employed. Unfortunately, this is not the case in general and either an approximate d

nalization must be used or a matrix-valued analog of equation 21 must be devised. E

ples of the former can be found in [32], in which wave models and characteristic

decompositions are employed to allow the scalar SU/PG scheme to be used. The p

study follows the latter strategy as in [26], wherein the (matrix-valued) parameterτ is

defined by:

(25)

where the metric terms  are defined as in the previous section.

xi∂
∂

Fi Q( ) 0=

Fi

Ai xi∂
∂Q

0=

Ai

w
xj∂

∂w
Aj 

 τ+ Ai xi∂
∂Q

 
  Ωd

Ω
∫ 0=

Ai

τ
xj∂

∂ξi Aj
i

∑
 
 
 

1–

=

ξi∂ xj∂⁄
10
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Chapter 3

Quasi-One-Dimensional Euler Equations

3.1 Governing Equations

The equations solved are the one-dimensional Euler equations in conservation

with a source term to account for the variation of cross-sectional area. The equation

be written as

(26)

where

, , (27)

whereρ is the density,u is the speed,p is the pressure,e is the internal energy per unit

mass,h is the enthalpy per unit mass,A is the cross-sectional area, and a subscript “0”

indicates a stagnation condition.

The pressure is related to density and energy via the ideal-gas equation of state

by

(28)

whereγ is the ratio of specific heats.

The equations are solved in nondimensional form by defining the following non

x∂
∂

F Q( ) S Q( )=

Q
ρ

ρu

ρe0

= F

ρu

ρu
2

p+

ρuh0

= S
1
A
---

xd
dA

ρu

ρu
2

ρuh0

–=

p γ 1–( )ρe=
11
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, , , , , , ,

(29)

wherec is the speed of sound,  is the minimum cross sectional area and the subs

“01” indicates a stagnation condition upstream of the inflow boundary . The speed o

soundc under the ideal-gas assumption is defined by

(30)

By substituting these expressions into the expressions for the inviscid and visc

fluxes, the nondimensional inviscid flux vector and the source term vector can be wr

as

, . (31)

The nondimensional form of the ideal-gas equation of state is

(32)

while the definition of the nondimensional speed of sound is

(33)

In the remaining sections of this chapter, the superscript is omitted from the no

mensional quantities for the sake of clarity.

3.2 Finite Element Formulation

Following the methodology of the previous section, the weak statement corresp

ing to the governing equations above is

x∗ x
L
---= ρ∗ γρ

ρ01
--------= u∗ u

c01
-------= p∗ p

p01
--------= T∗ T

T01
--------= e∗ e

c01
2

-------= h∗ h

c01
2

-------=

A∗ A
Ath
-------=

Ath

c
2 γp

ρ
-----=

F∗
ρ∗u∗

ρ∗u∗2
p∗+

ρ∗u∗h0
∗

= S
1

A∗
------

x∗d
d

A∗
ρ∗u∗

ρ∗u∗2

ρ∗u∗h0
∗

–=

p∗ γ 1–( )ρ∗e∗=

c∗2 γ p∗
ρ∗

---------=
12
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. (34)

After integration of the Galerkin part of the flux term by parts, this statement become

(35)

At the upstream boundary, total pressure and total temperature are specified w

density is evaluated just inside the boundary. At the downstream boundary, density 

velocity are evaluated on the interior while a back pressure is prescribed. These bou

conditions are enforced weakly via the boundary flux term of equation 35.

3.3 Solution Methodology

The physical domain  is divided uniformly into elements of length∆x.

This results in a constant transformation to a local element coordinate system in whi

differential  and the derivative  are given by:

, (36)

whereξ is the barycentric coordinate in an element. The flow variablesQ are approxi-

mated by a Bezier curve over each element given by:

(37)

where the  are the discrete control points and the  are the univariate Bernstein

nomials of degreen given by

. (38)

After writing the global integrals in equation 35 as a sum of element integrals a

w
xd

dw
Aτ+ 

 
xd

dF
S– 

  xd

x0

xL

∫ 0=

wF
x0

xL

xd
dw

F xd

x0

xL

∫– wS xd

x0

xL

∫–
xd

dw
Aτ

xd
dF

S– 
  xd

x0

xL

∫+ 0=

x x0 xL,[ ]∈

xd d xd⁄

xd x ξd∆=
xd

d 1
x∆

------
ξd

d
=

Q ξ( ) QiBi
n ξ( )

i 0=

n

∑=

Qi Bi
n

Bi
n ξ( ) n!

i! n i–( )!
---------------------ξi

1 ξ–( )n i–
=

13
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substituting the above data representation and coordinate transformation, the weak 

ment now becomes

(39)

The element integrals appearing in equation 39 are evaluated numerically via Gauss

quadrature given by

(40)

where the weights  and ordinates  are given in [12].

To obtain the solutionQ, Newton’s method is applied to equation 39. First, the we

statement is linearized about an initial solution  to obtain a linear system of equa

in the following form:

(41)

where  is thej-th weak statement evaluated on the initial solution  and  is th

update to the control point .

The term  is the Jacobian matrix of the system and is evaluated appro

mately by the following equation:

. (42)

Note that this Jacobian is approximate because the dependencies of the flux JacobiA

and the Jacobian of the source term ( ) on the solution variablesQ are not included.

Hence the resulting iterate will not recover the quadratic convergence of Newton’s
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Because neighboring elements are coupled only through their shared interface

linear system represented by equation 41 is a block banded system with a maximum

width of  3x3 blocks. This system is solved directly using banded Gaussian el

nation to compute the solution updates . This process is repeated until the nonli

system represented by equation 39 is satisfied to a given tolerance.

3.4 Results

A converging-diverging nozzle with a quadratic area distribution and expansion 

of 3 was run with back pressures representing subsonic exit flow, supersonic exit flow

a case with a shock in the nozzle. The area distribution is given by

, (43)

The solution can be obtained exactly using the well known isentropic flow and 

mal shock relations summarized in [42]. The procedure for computing the exact solu

begins by determining which of three possible flow regimes the flow is in. Given the

expansion ratio and assuming sonic flow at the throat, two possible exit Mach numbe

computed using the following relation:

(44)

where M is the Mach number and a superscript “*” indicates a sonic condition. This 

tion is solved for the exit Mach number using Newton iteration to achieve the required

cision. It is a simple matter to choose starting conditions that will yield either the subs

or the supersonic solution.

Next, the back pressure ratios required to produce these exit Mach numbers ar

puted using the following relation:

2n 1–

∆Qi

A
Ath
------- 1

Ae

Ath
------- 1– 

  x
L
--- 

 2
+=

x
L
--- 1

2
--- 1,–∈

A∗
A

------
γ 1+

2
------------ 

 
γ 1+

2 γ 1–( )
--------------------

M 1
γ 1–

2
-----------M

2
+ 

 
γ 1+

2 γ 1–( )
--------------------–

f A M( )= =
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The pressure ratios corresponding to the two exit Mach numbers divide the possible

into three regimes: for a back pressure greater than or equal to that of the subsonic 

tion, the flow will be entirely subsonic; for a back pressure less than or equal to the s

sonic solution, the flow downstream of the throat will be entirely supersonic; for all o

values of back pressure, the flow will be sonic at the throat and will have either a no

shock downstream of the throat or an overexpanded supersonic exit flow.

For the first two cases, the exact solution can be computed using the isentropic

relations in [42]. At the desired location, the area ratio is computed using equation 43

supersonic exit flow, the flow at the throat is sonic and the supersonic solution of equ

44 determines the Mach number as described above. For subsonic flow, the exit Ma

number is computed by substituting the back pressure into equation 45 and solving f

Mach number . The area ratio is then computed using

(46)

where the first factor is the area ratio obtained by evaluating equation 44 at the exit 

number, the second factor is the constant expansion ratio, and the third factor is the 

the desired location. After substituting equation 46 into equation 44 and solving for t

(subsonic) Mach number, the pressure at the desired location is obtained from equat

The third case is solved by first assuming that a normal shock exists downstrea

the throat. Because the ratio of total pressures downstream and upstream of the sho

equal to the ratio of the sonic-flow cross sectional areas upstream and downstream 

shock, it can be shown that

(47)

This equation is solved via Newton iteration to obtain the exit Mach number . The

location of the shock is determined by calculating the ratio of the total pressure upst

p
p0
----- 1

γ 1–
2

-----------M
2

+ 
 

γ
γ 1–
-----------–

f p M( )= =

Me

A∗
A

------
A∗
Ae
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Ath
------- 

  Ath

A
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  f A Me( )
Ae

Ath
------- 

  Ath

A
------- 

 = =

f p Me( ) f A Me( )
pb

p01
-------- 

  Ae

Ath
------- 
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and downstream of the shock:

(48)

This ratio is also defined by the normal shock relation

(49)

which is solved via Newton iteration for the upstream Mach number at the shock,

Equation 44 now yields the area ratio at the shock. If this area ratio is less than the 

sion ratio, equation 43 is used to compute the location of the shock, otherwise, the sh

downstream of the exit.

The solution upstream of the shock is now computed as previously described b

solving equation 44 for the (supersonic) Mach number. Downstream of the shock, the

ratio must be adjusted to account for losses through the shock as follows:

(50)

The subsonic solution of equation 44 gives the Mach number at the desired location

calculation of the pressure must also account for losses across the shock as follows

(51)

Three different values of back pressure were used representing the three flow

regimes described previously. The first case, at a back pressure ratio of 0.98, repres

purely subsonic unchoked flow. The second case, at a back pressure of 0.28, repres

purely supersonic flow downstream of the throat. The final case, at a back pressure o

represents a flow with a shock between the throat and exit. Several different orders 

accuracy were used and the integrated  error in the pressure distribution defined 

p02
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(52)

where  is the exact solution, was calculated for several different grid sizes.

The first case is a purely subsonic flow resulting from a back pressure ratio of 0

Figure 1 shows the integrated norm of the pressure error versus the number of degr

freedom in the problem. Design accuracy was verified up to 9th order (beyond this p

64-bit floating point numbers lack sufficient precision to resolve the spatial converge

rate of the scheme). Note that up to about degree 5 (order of accuracy 6) there are 

cant gains to increasing the order of accuracy as the 6th order result can be up to 5

of magnitude more accurate than the 2nd order result. Also note that for linear data 

scheme is superconvergent and results in a 3rd order solution.

Figure 2 shows pressure error for a case with supersonic exit flow. Note that fo

ear data the scheme is no longer superconvergent, but otherwise the same trends in

racy are observed up to fifth order.

For the case of a normal shock in the nozzle, all linear schemes are at best firs

accurate globally. Figure 3 shows the distribution of pressure error for a 4th order sol

The parameterJ is the number of elements. Note that while the upstream flow is achie

design accuracy, the solution is at best first order not only at the shock but also dow

stream of the shock. This problem was discovered by Casper and Carpenter[41] and

observed in these results.

These results verify that the SU/PG scheme as formulated for linear solution d

(i.e. 2nd order schemes) can be used without modification to achieve higher order a

racy for smooth flows.

L
2

p x( ) p̂ x( )–[ ]2
xd

x0

xL

∫=

p̂
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Figure 1. Pressure error for converging-diverging nozzle with purely subsonic flow.
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Figure 2. Pressure error for converging-diverging nozzle with supersonic exit flow.
20



Figure 3. Pressure error for converging-diverging nozzle flow with a standing shock.
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Chapter 4

Two-Dimensional Navier-Stokes Equa-
tions

4.1 Governing Equations

The governing equations are the steady-state Navier-Stokes equations in cons

tion form given by

(53)

where

, , . (54)

whereρ is the density,u andv are the Cartesian components of the velocity vector,p is the

pressure,e is the internal energy per unit mass,h is the enthalpy per unit mass, and a su

script “0” indicates a stagnation condition. The viscous fluxes  and  are given b

x∂
∂F

y∂
∂G+

x∂
∂Fv

y∂
∂Gv+=

Q

ρ
ρu

ρv

ρe0

= F

ρu

ρu
2

p+

ρuv

ρuh0

= G

ρv

ρuv

ρv
2

p+

ρvh0

=

Fv Gv
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where the viscous stresses , , and  are evaluated for a Newtonian fluid und

bulk viscosity assumption.

, , (56)

whereµ is the molecular viscosity. The heat flux components  and  are given by

rier’s law:

, (57)

wherek is the Fourier heat transfer coefficient andT is the static temperature.

The pressure is related to density and energy via the ideal-gas equation of state

by

(58)

while the following power law valid for air at temperatures from 300˚R to 900˚R[42] i

used to relate viscosity to temperature

(59)

where the subscriptr denotes a reference condition.

The equations are solved in nondimensional form by defining the following non

mensional quantities:

, , , , , , , ,

, , (60)

Fv

0

τxx

τxy

uτxx vτxy qx–+

= Gv

0

τxy

τyy

uτxy vτyy qy–+

=
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τxx µ 4
3
---

x∂
∂u 2

3
---
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3
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3
---
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qx qy

qx k
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–= qy k

y∂
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p γ 1–( )ρe=

µ
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T
Tr
----- 
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x∗ x
L
---= y∗ y

L
---= ρ∗ ρ

ρ∞
------= u∗ u

c∞
------= v∗ v

c∞
------= p∗ p

ρ∞c∞
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-------------= T∗ RT

c∞
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-------= e∗ e
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------=
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------= k∗ k

k∞
------=
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whereR is the ideal-gas constant,L is a reference length and the subscript “∞” indicates a

condition in the free stream. By substituting these expressions into the expressions 

inviscid and viscous fluxes, the nondimensional inviscid flux vectors can be written a

, (61)

while the viscous fluxes can be written as

, (62)

whereRe is the Reynolds number defined by  where  is the

magnitude of the free-stream velocity vector and the nondimensional viscous stress

given by

, ,

(63)

The nondimensional heat fluxes are given by

, (64)

where the Prandtl number is defined by , where  is the specific heat a

constant pressure. Under the assumption that the Prandtl numberPr is constant, the nondi-

mensional Fourier heat transfer coefficient  is equal to the nondimensional viscos

.

In the remaining sections of this chapter, the superscript is omitted from the no
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4.2 Finite Element Formulation

The Petrov-Galerkin weak statement of equation 53 is given by:

(65)

where the matrixτ is defined as in chapter 2. By integrating the Galerkin terms by par

the above weak statement becomes:

(66)

where  and  are the Cartesian components of the boundary surface unit normal 

. The fluxes in the boundary integrals are evaluated based on the boundary conditi

described in the following paragraphs.

The inviscid flux on the boundary can be written as:

(67)

On both inviscid and no-slip surfaces, the normal velocity  vanishes, resulting in

following boundary flux:

w
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(68)

where the pressurep is evaluated just inside the boundary. For subsonic flow across a

inflow/outflow boundary, the inviscid flux is evaluated by computing the normal veloc

and speed of sound from two locally one-dimensional Riemann invariants given by

(69)

The quantity  is evaluated using free-stream conditions while  is evaluated bas

values just inside the domain. The normal velocity and speed of sound on the bounda

then given by

, (70)

The velocity components on the boundary are found by decomposing the normal ve

(given by equation 70) and the tangential velocity into components resulting in the fo

ing expressions:

, (71)

where the subscriptr denotes a reference condition in the free stream for flow into the

domain and just inside the boundary for flow out of the domain. Similarly, entropy on

boundary is calculated from free-stream quantities for flow into the domain and from

rior values for outflow. The density on the boundary is then calculated as

(72)

For supersonic inflow and outflow, the boundary flux vector is calculated entirely from

quantities in the free stream and just inside the boundary, respectively.

The viscous flux vector on the boundary can be written as
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(73)

On inviscid and inflow/outflow boundaries, the viscous flux is assumed to be zero. O

slip surfaces the condition  is strongly enforced, replacing the momentum

equations on those surfaces. As a result, the second and third elements of the boun

flux vector are irrelevant, and the fourth reduces to . An adiabatic wall is assu

so this term also vanishes. Thus, the integral of the viscous boundary flux vanishes 

boundaries.

4.3 Solution Methodology

4.3.1 Discretization

The physical domainΩ is divided into a set of nonoverlapping triangular element

 such that the entire domain is represented. The solution dataQ are represented by tri-

angular Bezier patches in each element defined by

(74)

whereξ andη are the local barycentric coordinates of the element and the  are th

bivariate Bernstein polynomials of degreen given by

. (75)

To accommodate curved boundaries, the coordinates of each triangular eleme

also represented by triangular Bezier patches of degreen. This results in a nonlinear coor

dinate transformation from the physical space to the element parameter space. Deriv

in physical space (x, y) are transformed to element parameter space (ξ, η) by
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The metric terms appearing in equation 76 can be expressed in terms of the de

tives of the element coordinates as

, , , (77)

whereJ is the Jacobian of the element coordinate transformation defined by

. (78)

Finally, the volume differential  is scaled by the JacobianJ as follows:

. (79)

Continuity of the solution across element interfaces is enforced by sharing con

points along the interfaces as illustrated in figure 4a. The  indexing in equation 

converted to a single index as shown in figure 4b by the following function:

(80)

The boundaryΓ of the domainΩ is divided into a finite number of line elements

each of which corresponds to the edge of a triangular element adjoining the bounda

shown in figure 5. The coordinates and data on each of these elements is represent

Bezier curve of degreen as described in the previous chapter. Integrals over the boun

Γ can now be written as sums of integrals over individual boundary elements. These

ment integrals are transformed into integrals over the local element parameter spac

The polynomial expression of the boundary element coordinates gives rise to a

tinuously varying unit normal along curved elements. The components of the elemen

mal vector are given by

, . (81)

Boundary element integrals are transformed according to
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(82)

where

. (83)

Upon substitution of the foregoing domain and boundary transformations, the w

statement (equation 66) can now be written as

(84)

where

, (85)

are the transformed inviscid flux vectors and  and  are the corresponding flux Ja

ans. The transformed viscous fluxes  and  are similarly defined. Note that the c

bution of the viscous terms to the Petrov-Galerkin part of the weak statement has be

neglected. These terms involve derivatives of the metric terms and are therefore diffic

compute. Reference 43 presents a local reconstruction technique to represent this c

bution that may be incorporated in future work. As will be seen in the results, this om

sion has no impact on the order properties of the scheme.

The integrals appearing in equation 84 are evaluated numerically using the Gau

quadrature rules of [44] for triangular elements and [12] for the line elements on the

boundary. Finite element theory dictates that numerical quadrature must integrate p
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Ã B̃

F̃v G̃v
29



 must

 Gaus-

cu-

fifth

k

ve

 more

atrix,

luated

 stored.

Gener-

olu-

e

he

r, in

s. Most
mials of degree  exactly to preserve the convergence properties of the

scheme[12]. Heren is the degree of the interpolant andm is the highest order derivative

appearing in the integrand. This means that quadrature rules for triangular elements

be exact to degree  while boundary quadrature must be exact to degree .

sian quadrature results in the minimum computational work for a given degree of ac

racy, but availability of quadrature rules for triangular elements limits the scheme to 

order accuracy.

4.3.2 Solution Procedure

The solutionQ is obtained using an approximate Newton method. First, the wea

statement (equation 84) is approximately linearized about an initial solution  to gi

(86)

where a pseudotime term has been added to improve diagonal dominance and allow

robust convergence. The mass matrix  is defined as

(87)

where  is the element area. Note that this is an approximation of the true mass m

but time accuracy is not at issue, and the approximation allows the integral to be eva

analytically and independent of the element shape - thus it can be precomputed and

The system of linear equations represented by equation 86 is solved using the 

alized Minimum Residual method (GMRES) described in [45], which computes the s

tion of a general linear system iteratively by projecting the residual onto vectors in th

Krylov subspace (An overview of Krylov subspace methods is given by Saad[46]). T

GMRES algorithm yields an exact solution if all the Krylov vectors are used; howeve

practice a subset of these vectors must be chosen to minimize storage requirement
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implementations of the algorithm allow the solution to be restarted when the allotted

age for the Krylov vectors is exhausted. The implementation of the algorithm used in

work allows specification of the number of Krylov vectors to store, the number of res

permitted, and a tolerance on the residual to use as a stopping criterion. Unless oth

noted, all the test cases presented in this chapter stored 20 Krylov vectors, allowed 

restart, and solved the system to a tolerance of 0.01.

The GMRES algorithm does not require explicit knowledge of the matrix of the 

ear system - only the product of the matrix with the vector  is required. This allow

the product of the Jacobian  and the solution update  to be written as a 

difference expression as described in reference 47 and given by

(88)

whereε is a constant chosen such that the norm of  is the square root of machin

cision.

The performance of the GMRES algorithm depends, in general, on the use of a

able preconditioner. The preconditioner should approximate the inverse of the matrix

must be simpler to solve. The simplest preconditioning is diagonal or Jacobi precond

ing, in which only diagonal terms of the matrix are retained and the resulting diagona

tem is solved. Other forms of preconditioning such as incomplete LU factorization[48

least-squares approximate inverse techniques[49, 50, 51] can improve convergence

GMRES algorithm at the expense of increased computational complexity and storag

The preconditioning used in this work is a block-diagonal preconditioning in wh

4x4 blocks are retained on the diagonal of the matrix. This preconditioning is easily s

by inverting a 4x4 matrix for each degree of freedom. The block-diagonal matrix is re

sented by

(89)

where the diagonal block of the system Jacobian matrix  is approximated b

∆Qi
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Note that the dependence of the flux Jacobians and ofτ on the solutionQ is neglected in

this approximation.

4.4 Inviscid Flow Results

4.4.1 Ringleb Flow

The first case presented is that of Ringleb’s flow, which is presented in detail by

Chiocchia[36]. This flow is an exact solution of the Euler equations for an ideal gas

obtained by using a hodograph transformation. The equations are transformed from

Cartesian  coordinate system to the  hodograph plane whereq is the velocity

magnitude andθ is the angle the velocity vector makes with a reference axis. The mo

tum equations can be expressed in stream function form as

(91)

whereψ is the stream function defined such that the Cartesian velocity components 

given by

, (92)

where the subscriptr indicates an arbitrary reference condition. This choice of stream

function identically satisfies the continuity equation.
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The particular solution representing Ringleb flow is given by

(93)

where the overbar indicates division by a reference quantity. The streamlines for this

tion are given by

, (94)

where

(95)

The geometry is determined a posteriori by choosing two streamlines to serve 

solid walls along with lines of constant velocity as inflow and outflow boundaries. A t

cal geometry for this flow is shown in figure 6, where the solid walls are formed by

streamlines corresponding to  and , and the outflow boundary is give

.

In order to avoid the necessity of generating a high-order discretization of the cu

boundaries, triangular regions were selected from the traditional Ringleb flow domai

One region lies entirely within the subsonic portion of the flow, while the other region

within the supersonic region as illustrated in figure 6. Finite element meshes are gen

in each region by uniformly subdividing the region as shown in figure 7a. Additional

degrees of freedom required for the higher order interpolants are added via linear in

lation of the mesh coordinates as illustrated in figure 7b. The exact solution was sup

as a strongly enforced Dirichlet boundary condition.

Figure 8 shows the integrated norm of the error in the solution variables as a fun

of the number of degrees of freedom. Note that design accuracy has been obtained
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5th order. Similar behavior is noted in figure 9, which shows the integrated error norm

the supersonic region.

4.4.2 Bump on a Wall

A simple case incorporating curved boundaries is shown in figure 10a. Four qu

dratic segments form a bump on a wall whose height is 10% of its length. The segm

have continuous derivatives at their junction points. The mesh depicted in figure 10a

baseline mesh which was uniformly subdivided to control the number of unknowns i

problem in a fashion similar to that used for Ringleb flow described in the previous s

tion. After subdividing and distributing additional degrees of freedom, the control poi

on the lower wall were moved to match the Bezier representation of the geometry. A

example is given in figure 10b for a subdivision factor of 2 and cubic data.

Figure 11a shows the Mach number distribution along the lower wall for a free-

stream Mach number of 0.4. Note the considerable difference in the 2nd and 3rd ord

solutions both at the peak and downstream to the outflow boundary. The SU/PG sol

are also compared with results obtained from an implementation of a second order fi

volume scheme known as FUN2D[52]. Note that the finite volume results agree with

second order SU/PG scheme at the peak, but the finite volume results are much mor

rate in the area of decelerating flow on the aft side of the bump. The second order S

scheme generates a significantly larger amount of entropy near the body than the fin

volume scheme as shown by the flow-field Mach number contours in figure 12. Note

the contours for the finite volume solution smoothly approach the body while those fo

SU/PG solution show a significant jump in Mach number near the wall. This is an ind

tion that while the SU/PG scheme achieves higher order accuracy, the relative error

may be improved by deriving an improved SU/PG formulation.

4.4.3 NACA 0012 Airfoil

Figure 13 shows a section of a mesh around a NACA 0012 airfoil obtained usin
34



re,

lar

ted by

ic Bez-

ubdi-

ast-

he end-

grees.

res-

ach

erence

sults

s was

ird

ic and

cond

e upper
grid generation method of Marcum, et al.[53, 54]. The finest grid, depicted in the figu

had 96 points distributed on the airfoil surface and 32 points distributed along a circu

outer boundary with a radius of 20 chord lengths. Two coarser meshes were genera

selecting alternating points on the boundaries and retriangulating the volume.

The NACA 4-digit thickness profile[55] is given by

(96)

wheret is the maximum thickness. By parametrizingx as ,y can be written in

terms ofξ as

(97)

Thus the thickness distribution can be exactly represented by an 8th-order parametr

ier curve. To generate higher order finite element meshes, this defining curve was s

vided to match the domain of each edge on the surface of an existing mesh and a le

squares procedure was used to obtain the control points for the desired accuracy. T

points of each edge were forced to match the surface exactly.

The first case was run at a Mach number of 0.63 and an angle of attack of 2 de

At these conditions, the flow is completely subsonic. Figure 14a shows the surface p

sure distribution obtained using the SU/PG scheme for several orders of accuracy. E

case has approximately the same number of degrees of freedom. Note the slight diff

in pressure between the 2nd and 3rd order solutions. A comparison of the SU/PG re

with results obtained from FUN2D are shown in figure 14b. The second order SU/PG

results are in close agreement with the finite volume results.

A second case at a Mach number of 0.8 and an angle of attack of 1.25 degree

run and surface pressure distributions obtained using FUN2D and the second and th

order SU/PG schemes is shown in figure 15. At these conditions, the flow is transon

shocks exist on both the upper and lower surfaces of the airfoil. Note that the two se

order schemes are in agreement and that the third order SU/PG scheme captures th

surface shock more sharply.

y
t
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4.5 Laminar Viscous Flow Results

4.5.1 Couette Flow

To verify the formal accuracy of the scheme, a rotational Couette flow was com

puted. The solution domain is depicted in figure 16a. Two concentric cylinders are in

tive angular motion inducing fluid motion in the annular region. An analytic solution f

the angular velocity exists for incompressible flow and is given by:

(98)

whereA andB are constants depending on the geometry and on the boundary condit

andr is the distance from the common center of the cylinders. This solution also appl

compressible flows as long as viscosity is constant. In a real flow, the temperature d

dence of viscosity couples the momentum and energy equations, but for the purpos

establishing the accuracy of the scheme, this approximation will suffice.

Grids were generated by distributing Lagrange points for triangular elements a

lines of constantr andθ and then converting to the required Bezier description. A typic

grid for a second-order calculation is shown in figure 16b. Figure 17 shows the integ

error in the circumferential velocity for a Couette flow where , ,

 and . This particular choice of parameters results in an exact solut

for the circumferential velocity of

(99)

where the  term dominates. The Mach number at the inner cylinder (0.2) and the

nolds number (500) were chosen to be relatively low to avoid violating the assumptio

constant viscosity and laminar flow. The parametern indicates the degree of the basis

functions. Design accuracy is confirmed up to fifth order. The case of quadratic data

appears to show superconvergence, but this result may be peculiar to this case (it is

uθ Ar
B
r
---+=

L2 r1 1= r2 4=
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pected that the error may simply have no third-order components).

4.5.2 Flat Plate

The first case of practical interest is that of flow past a flat plate. Figure 18 show

solution domain and an initial discretization that forms the basis of all the following c

lations. For each case, the finite-element grid is characterized by two parametersN andn.

The refinement parameterN indicates how many subdivisions of the baseline grid were

performed, while the parametern is the degree of the interpolating polynomial. The num

ber of degrees of freedom in the calculation is linearly related to the product of these

parameters.

Since the Riemann-invariant boundary condition is strictly applicable only to inv

cid flows, the abutment of a viscous surface and an outflow boundary results in signi

error over much of the plate; therefore a different boundary formulation is used. At th

inflow, total pressure, total temperature and normal velocity are specified while static

sure is evaluated just inside the boundary. At the outflow, a back pressure is specifie

while the energy and velocity are evaluated just inside the boundary.

Figure 19a shows skin friction distributions for several cases at a Mach numbe

0.3 and a Reynolds number of 500. The well known incompressible solution of Bla-

sius[56] is shown for comparison. The flow conditions were chosen so as to compar

favorably with the Blasius solution while avoiding the ill conditioning of the equations

very low Mach numbers[57]. Note that the higher order solutions are in closer agree

to the Blasius solution than the second order solution. The results shown in figure 19

resent a uniform refinement of the cases in figure 19a. At this level of refinement, al

schemes give visually similar distributions of the skin friction. Note that there is still a

small oscillation in the skin friction at the outflow for all the cases, probably due to th

combination of strong enforcement of the no-slip condition and weak enforcement o
37
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4.5.3 NACA 0012 Airfoil

Figure 20 shows a sample grid for a case of laminar flow over a NACA 0012 air

The flow conditions are , , and , corresponding to case 

in [58]. This case represents a relatively severe test of the method since much of the

surface flow is separated. In fact, on sufficiently fine grids, obtaining a steady solution

impossible, and to obtain the coarse grid solutions, the number of Krylov vectors us

the GMRES scheme had to be increased to 30. The cases shown were all run on a g

began as a structured C-type mesh having 73 points in the circumferential direction a

points in the normal direction. This C mesh was used to distribute Lagrange points o

triangular finite-element mesh which was then converted to the required Bezier repr

tation. Thus all the cases have the same number of degrees of freedom.

A comparison of skin friction distributions for each order of accuracy is presente

figure 21. Note that there are now significant changes among the different orders of 

racy up through fifth order ( ), particularly at the leading and trailing edges. Th

to be expected since the calculations are on extremely coarse meshes. Because the

friction is based on derivatives of the flow variables, it can be expected to converge o

order less than the solution. In other words, a second-order solution should exhibit fi

order convergence of the skin friction.

An unexpected observation of particular importance can be seen in the converg

histories presented in figure 22. Note that contrary to conventional wisdom, the nonl

system converges more quickly as the accuracy of the scheme is increased. Not refl

in the figure, however, is the fact that the linear system does become more difficult t

solve. This may be due to the preconditioning - a diagonal preconditioner can be exp

to degrade in performance as the matrix becomes less sparse. This difficulty does no

to significantly impact convergence, however, since the GMRES algorithm meets the

set limits of 20 Krylov vectors and one restart early in the computation. The actual p

M∞ 0.8= α 10°= Re 500=

n 4=
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cessing time is virtually the same for these cases. An analysis of the number of floa

point operation count in a single inviscid residual evaluation indicates that for the sa

problem size (i.e. degrees of freedom), the third and fourth order schemes incur app

mately 15 per cent fewer floating point operations than the second and fifth order sch

for each evaluation of the inviscid residual.
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Figure 4. Element data distribution using triangular Bezier patches.
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Figure 5. Boundary element data distribution using Bezier segments.
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Figure 7. Generation of finite element meshes for Ringleb flow.
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Figure 8. Error norms in subsonic region of Ringleb flow.
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Figure 9. Error norms in supersonic region of Ringleb flow.
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Figure 12. Mach number contours for parabolic bump on a wall.

a) Second order SU/PG scheme.

b) Second order finite volume scheme.
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Figure 13. Fine grid for inviscid flow over a NACA 0012 airfoil.

a) Fine grid.

c) Coarse grid.

b) Medium grid.
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Figure 16. Solution domain for rotational Couette flow.
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b) Sample grid.
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Figure 18. Solution domain and baseline grid for flat plate flow.
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Figure 20. Sample grid for laminar flow over a NACA 0012 airfoil.
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Chapter 5

Concluding Remarks

The SU/PG method has been applied for the first time to higher-order finite-ele

discretizations in one and two dimensions. Several test cases involving both subson

transonic inviscid flows in one and two dimensions were investigated as well as seve

subsonic laminar flow cases in two dimensions. High order accuracy was confirmed

ninth order for one-dimensional flows and up to fifth order for two dimensional invisc

and laminar flows. The higher order schemes were found to provide significantly mo

accurate results using fewer computational resources. An appendix is included in w

the method is applied to three-dimensional inviscid flows. Several important observa

were made based on the results:

1. No modification of the SU/PG scheme is required to achieve high order accuracy

essentially means that the order property of the scheme is independent of the fo

tion of the SU/PG parameterτ provided the original design criteria are met(i.e. thatτ

vanishes as the mesh is refined). There are indications from comparisons with a s

order finite volume scheme, that an improved formulation of theτ matrix could further

reduce error levels by a constant factor.

2. Significant improvement of the solution results from using the higher order schem

Error norms for Ringleb flow and Couette flow indicate that the high order schem

outperform the second order scheme even on very coarse meshes. Analysis of o

tion counts indicates that based on problem size, the third and fourth order sche
59
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are cheaper to compute than the second order scheme, and that the operation c

the fifth order scheme is comparable to the second order scheme.

3. Neglecting the Petrov-Galerkin contribution of the viscous terms in the two-dime

sional schemes had no impact on the order properties of the scheme. In spite of

absence of these terms, the error norms for Couette flow converged at high orde

There is the possibility, however, that inclusion of these terms could influence err

levels by a constant factor.

4. The nonlinear system converges more quickly as the order of accuracy is increas

the same number of degrees of freedom. The linear system converges more slow

processing time is only slightly affected because the linear solver reaches the lim

its allotted resources per iteration early in the computation. This is contrary to po

belief that higher-order schemes suffer from convergence problems.

Clearly, the results shown here indicate that higher order schemes can greatly r

the computational resources required to compute steady-state aerodynamics of com

configurations. In order to realize this potential, however, several areas must be exp

in future research.

The primary difficulty in using the higher-order schemes was the generation of 

able higher-order discretizations of the flow domain when curved boundaries were

involved. No general solution was found - each case required its own preprocessor t

erate the higher-order finite-element mesh from an existing structured mesh or linea

finite-element mesh. Particularly difficult to generate are meshes that are highly stre

to compute viscous flows - simply moving the boundary control points to match the s

face creates overlapping elements which are unacceptable to the scheme. These pr

are further compounded in three dimensions. To facilitate application of the higher-o

schemes in general, grid generation techniques must be adapted to handle high-ord

cretizations and must be more closely tied to geometry definitions (e.g. CAD system

This remains as an avenue of future work.

Other issues remaining for future research with the two-dimensional scheme a

improvement of the Petrov-Galerkin parameterτ as discussed in chapter 2 and the inco
60



 fur-

nal

d pre-

step.

ese
poration of the Petrov-Galerkin contribution of the viscous terms, both of which may

ther reduce error levels by a constant factor. The GMRES algorithm with block-diago

preconditioning provided adequate convergence of the linear system, but an improve

conditioning scheme could bring gains in efficiency by allowing a larger pseudotime 

The addition of a turbulence model will allow computation of high Reynolds number

flows. The three-dimensional scheme (presented in appendix A) can benefit from th

same improvements and will also require the addition of viscous terms.
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Appendix A

Three-Dimensional Euler Equations

A.1 Governing Equations

The governing equations for inviscid flow in three dimensions can be written as

(100)

where

, , , (101)

andρ is the density,u, v andw are the Cartesian components of the velocity vector,p is the

pressure,e is the internal energy per unit mass,h is the enthalpy per unit mass, and a su

script “0” indicates a stagnation condition.

The pressure is related to density and energy via the ideal-gas equation of state

x∂
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y∂
∂G

z∂
∂H+ + 0=
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ρu

ρv

ρw

ρe0
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ρu

ρu
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ρuv

ρuw

ρuh0
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ρuv

ρv
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ρvw

ρvh0

= H

ρw

ρuw

ρvw

ρw
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ρwh0
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(102)

whereγ is the ratio of specific heats.

The nondimensionalization of the equations is identical to that given in chapter

A.2 Finite Element Formulation

The SUPG weak statement corresponding to equation 100 is

. (103)

wherew is the Galerkin weight function,A, B andC are the flux Jacobian matrices corre

sponding toF, G andH, and the matrixτ is defined as in chapter 2. By integrating the

Galerkin terms by parts the weak statement becomes:

(104)

where the fluxes in the boundary integrals are evaluated based on the boundary con

as described in chapter 4.

A.3 Solution Methodology

The physical domainΩ is divided into a set of nonoverlapping tetrahedral elemen

 such that the entire domain is represented. The solution dataQ are represented by tet-

p γ 1–( )ρe=

w
x∂

∂w
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y∂
∂w
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z∂
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rahedral Bezier volumes in each element defined by

(105)

whereξ, η, andζ are the local barycentric coordinates of the element and the  are

trivariate Bernstein polynomials of degreen given by

. (106)

To accommodate curved boundaries, the coordinates of each tetrahedral elem

also represented by tetrahedral Bezier volumes of degreen. This results in a nonlinear

coordinate transformation from the physical space to the element parameter space.

atives in physical space (x, y, z) are transformed to element parameter space (ξ, η, ζ) by

, ,

(107)

The metric terms appearing in equation 107 can be expressed in terms of the d

tives of the element coordinates as

(108)

whereJ is the Jacobian of the element coordinate transformation defined by

. (109)

Finally, the volume differential  is scaled by the JacobianJ as follows:
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(110)

Continuity of the solution across element interfaces is enforced by sharing con

points along the interfaces as illustrated in figure 23a. The  indexing in equat

105 is converted to a single index as shown in figure 23b by the following function:

(111)

The boundaryΓ of the domainΩ is divided into a finite number of triangular ele-

ments , each of which corresponds to the face of a tetrahedral element adjoining 

boundary. The coordinates and data on each of these elements is represented by a

lar Bezier patch of degreen as described in chapter 4. Integrals over the boundaryΓ can

now be written as sums of integrals over individual boundary elements. These elem

integrals are transformed into integrals over the local element parameter space.

The polynomial expression of the boundary element coordinates gives rise to a

tinuously varying unit normal along curved elements. The components of the elemen

mal vector ,  and  are given by

, , (112)

Boundary element integrals are transformed according to

(113)

where

(114)

Upon substitution of the foregoing domain and boundary transformations, the w

statement (equation 104) can now be written as
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(115)

where

, , (116)

are the transformed inviscid flux vectors and ,  and  are the corresponding flux

bians.

The integrals appearing in equation 115 are evaluated numerically using the G

ian quadrature rules of [59] for tetrahedral elements and [44] for the triangular eleme

on the boundary. Availability of quadrature rules for tetrahedral and triangular eleme

limits the scheme to fifth order accuracy.

The solutionQ is obtained using a Newton-Krylov scheme as described in chapt

The only difference is the preconditioner, which is still of block-diagonal form and is

given by

(117)
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A.4 Results

5.0.1 NACA 0012 Wing

The geometry consists of a straight wing with a constant NACA 0012 cross sec

between two vertical walls. To produce grids for higher order solutions, a least-squa

procedure similar to that used in two dimensions is used to approximate the true sur

The three corners of each surface triangle match the true surface exactly.

Figure 24 shows mid-span pressure distributions at a Mach number of 0.63 an

angle of attack of 2 degrees. Note that the third order solution has a much higher su

peak and is comparable to the second order solution using a more refined grid.

5.0.2 ONERA M6 Wing

Subcritical flow over the ONERA M6 wing at a Mach number of 0.699 and an an

of attack of 3.06 degrees was computed using the 2nd order scheme. The geometry

experimental data for this case are discussed in reference 60. Figure 25 shows the p

distribution at 65% span compared with experimental data. The comparison is favor

even though the grid is relatively coarse. Higher order solutions have not yet been

obtained due to the difficulty in obtaining higher order representations of the surface
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d).
Figure 23. Element data distribution using triangular Bezier patches.
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b) Indexing of control points within an element (quadratic element depicted).
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Figure 24. Mid-span surface pressure distribution for NACA 0012 wing.
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Figure 25. Surface pressure distribution for ONERA M6 wing at 65% span.
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