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ABSTRACT

We initially developed an efficient solver to study photodetectors composed of multiple semiconductor layers
with varying thicknesses and doping concentrations. Subsequently, we employed it as the forward solver for three
different numerical optimization methods aimed at designing Si-Ge photodetectors with larger bandwidth, higher
quantum efficiency, and lower phase noise. Our work offers new insights into the design of high-performance
photodetectors—a challenging task due to computation time, design constraints, and the complexity of estimating
sensitivity to design parameters.
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1. INTRODUCTION

With its compatibility for monolithic integration with silicon and its higher electron and hole mobilities compared
to silicon, germanium is an essential semiconductor to be used in photonic devices—including photodetectors.1

However, designing a high-performance photodetector or even improving the performance of an already existing
design is a challenging task due to the required computation time, difficulties in estimating the sensitivity of
the device to the design parameters, and the existence of design constraints.2–4 To overcome this challenge, we
recently developed an efficient drift-diffusion equations solver that uses a non-uniform time-stepping5 and both
single-frequency and broadband excitations6 to study photodetectors that have several layers of semiconducting
materials with varying thicknesses and doping concentrations. With this numerical solver, we can calculate
photodetectors’ phase noise, quantum efficiency, and response time to estimate their stability, efficiency, and
speed.

In this work, we use three different numerical optimization methods (NOMs): genetic algorithm (GA),
surrogate algorithm (SA), and particle swarm optimization (PSO) algorithm to design Si-Ge photodetectors
with a higher quantum efficiency, wider bandwidth, and lower phase noise. The analysis of the 1800 designs
with uniform doping and 2800 designs with gradient doping generated during the numerical optimization studies
leads to several findings as discussed below.

2. METHODS

We solve the following equations
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using finite differences, where n is the electron density, p is the hole density, t is time, q is the unit of charge,
Jn is the electron current density, Jp is the hole current density, R is the recombination rate, Gii and Gopt are
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impact ionization and optical generation rates, E is the electric field at any point in the device, ϵ is the electrical
permittivity, N−

A is the ionized acceptor concentration, and N+
D is the ionized donor concentration. The electron

and hole current densities are described with Jp = qpvp(E)− qDp∇p and Jn = qnvn(E)+ qDn∇n, where vn(E)
and vp(E) are the electric-field-dependent electron and hole drift velocities, Dn and Dp are the electron and
hole diffusion coefficients, respectively. We use the following empirical expressions for vn(E) and vp(E) to fit
the measured results

vn(E) =
E (µn + vn,satβ|E|)

1 + β|E|2
and vp(E) =

µpvp,satE(
vγp,sat + µγ

p |E|γ
)1/γ , (2)

where µn is the electron low-field mobility, vn,sat is the saturated electron velocity, β is a fitting parameter, µp

is the hole low-field mobility, γ is an empirical fitting parameter that depends on temperature, and vp,sat is the
saturated hole velocity. To take into account the dependence of electron and hole low field mobilities, µn and
µp, on the doping density, we define
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where µn0
and µp0

are electron and hole mobilities at low doping concentrations, respectively, while Nref and
η are empirical parameters. The electric field dependent electron and hole diffusion coefficients are calculated
with2
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where Ep is the electric field at which the diffusion constant peaks. The main contribution to the recombination
rate in Eq. (1) is the Shockley-Read-Hall (SRH) effect, which yields7

R =
np− n2

i

τp(n+ ni) + τn(p+ ni)
, (5)

where τn, τp, and ni are the electron and hole lifetimes and intrinsic carrier density respectively.

The optical generation rate in Eq. (1) is Gopt(x, t) = Gc(t)e
−α(L−x), where α is the absorption coefficient, x

is distance across the device, L is the device length, and Gc(t) is the generation rate coefficient as a function of
time, which is given by Gc(t) = αPopt(t)/AWphoton, where Popt(t) is the optical power as a function of time, A
is the area of the light spot, and Wphoton is the photon energy.8 Note that the generation rate in the absorption
layer depends on the location in the device as well as the material. The total output current is the sum of the
hole, electron, and displacement currents, i.e. Jtotal = Jn + Jp + ϵ∂E/∂t.

Our model accounts for the incomplete ionization of doping impurities such as boron, aluminum, and nitrogen,
using the following expressions,8,9
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where ND and NA are the donor and acceptor impurity concentrations, gD and gA are the respective ground-state
degeneracy of donor and accept impurity levels,4,10 EA and ED are the acceptor and donor energy levels, EC

and EV are the low conduction band and the high valence band energy levels, EFn and EFp are the quasi-Fermi
energy levels for the electrons and holes, and T is the temperature. The electron and hole generation rate due
to impact ionization Gii are given by Gii = (αn|Jn| + αp|Jp|)/q, where αn and αp are the impact ionization



coefficients of the electrons and holes, respectively.11 We calculate their values with αn = An · e−Bn/|E| and
αp = Ap · e−Bp/|E|, where An, Bn, Ap, and Bp are experimentally-determined parameters.11–13

The semiconductor materials are defined using 34 parameters.14 The implicit Euler method is used to
discretize the drift-diffusion equations in time t for numerical computation. The spatial discretization along x is
done non-uniformly, so that the spatial sampling density increases near the interfaces between neighboring layers.
We also utilize a nonuniform time-stepping method5 that uses large time steps when the fields and current are
not significantly changing inside the domain of interest and uses smaller time steps when they are expected to
change (i.e., near the pulse center). This approach dramatically reduces the number of time steps used for the
dynamic analysis.5

To verify the accuracy of this solver, we first study an experimentally characterized Si-Ge photodetector,1

shown in Fig. 1(a). The 0.6-µm Ge layer has a doping density that is graded from 5×1019 cm−3 to 2×1017 cm−3

as illustrated in Fig. 1(b). In Figs. 1(c)-(f), we plot different features of this photodetector that are calculated
with our solver. Fig. 1(g) shows the good agreement between the measurement1 and our numerical results for
the RF output power of the photodetector under the reverse bias of 5 V.

Figure 1. (a) Schematic view of the silicon-germanium (Si-Ge) photodetector cross-section with p+ Ge, n Si, and n+
Si layers fabricated on top of a SiO2 coated Si-substrate. (a) Doping concentration of the Si-Ge photodetector that is
experimentally studied in.1 The calculated values for (c) charge, (d) current, (e) electric field distributions along the
photodetector. (f) Impulse response of the device. (g) RF output power: numerical (blue curve) vs. experimental values
(red circles).

3. NUMERICAL OPTIMIZATION

We use three different numerical optimization methods (NOMs): genetic algorithm (GA), surrogate algorithm
(SA), and particle swarm optimization (PSO) algorithm to design photodetectors with a higher quantum effi-
ciency, wider bandwidth, and a lower phase noise. The thicknesses and doping concentrations of each layer (p+
Ge, n Si, and n+ Si) are left to be determined by the NOMs.

For all the calculations, we assume that the photodetector is reverse-biased (V = −5 V) and is illuminated
by a continuous wave laser operation at 1550 nm. The diameters of the incident beam and photodetector are
both 15 µm. The load resistance is 50 Ω. The phase noise is calculated at 0.5 GHz.

First, we assume that each layer has a uniform doping concentration. The p+ and n+ layers’ doping con-
centration can be any value between 1016 cm−3 and 1020 cm−3, while the n-layer’s doping concentration range
is 1012 cm−3 – 1016 cm−3. The minimum and maximum thickness values for each layer are 10 nm and 1 µm,
respectively. For the second set of numerical optimization study, we allow the doping concentrations to change
gradually within each layer, again within the aforementioned ranges.



Figure 2. Each circle represents the phase noise and quantum efficiency of a unique photodetector design assuming a
(a) uniform-doping and (b) gradient-doping. The filling color changes from dark blue to yellow, corresponding to the
bandwidth of the photodetector.

In Fig. 2, each circle one unique design’s phase noise and quantum efficiency values assuming (a) uniform
doping concentration in each layer and (b) gradient-doping, respectively. For both cases, we observe that (i) the
photodetectors with lower phase noise are likely to have a higher quantum efficiency and wider bandwidth, and
(ii) the photodetectors with a gradient-doping can have a higher quantum efficiency (0.18 vs. 0.14) compared
to the ones with uniform doping concentrations. When we investigate the electric field profiles along these
photodetectors, we observe that gradient (decreasing) doping density levels in the absorber and collection layers
improves the quantum efficiency by increasing the width of the depletion region and suppressing the Auger
mechanism.

Figure 3. Follows Fig. 2 for bandwidth vs. quantum efficiency and filling color represents the decay time of the pulses
along the devices.

Figure 3 is similar to the Fig. 2 but here the x−axis is the bandwidth of the photodetectors and the colors
changing from yellow (fast) to dark blue (slow) represent their decay time, where the decay time refers to the
time it takes for the photodetector’s output signal to decrease to 1% of its maximum value after the incident
light has been removed or turned off. In term of bandwidth, the gradient doping does not bring an obvious
advantage but Fig. 3(b) shows that if we enlarge our optimization search domain, we might obtain designs that
have quantum efficiency close to 0.2. However, for the uniform doping concentration, the maximum possible
quantum efficiency is approximately 0.15.

Note that increasing the number of layers allows us to obtain designs with larger bandwidths.15 In these
designs, we observe that the intrinsic layer should be neither too thin nor too thick. Our general guidelines
for designing a photodetector with a large bandwidth, high quantum efficiency, and low phase noise are as
follows: (i) the thickness of the n+ layer should be as high as possible; (ii) the thickness of the i-layer should



Figure 4. Histogram plots for (a) phase noise, (b) quantum efficiency, and (c) bandwidth for the photodetectors with
gradient-doping concentrations that are designed with the surrogate optimization, particle-swarm optimization (PSO),
and genetic optimization algorithms.

be optimized to balance trade-offs between quantum efficiency, bandwidth, and phase noise; (iii) rather than
doping concentrations alone, the doping concentrations normalized with the layer thickness have a more profound
impact on the performance parameters, and (iv) the gradient-doping concentration profiles, especially in the p+
and i-regions, need to be determined through numerical optimization.

Figures 4 (a)-(c) display the histogram analysis for phase noise, quantum efficiency, and bandwidth, re-
spectively, of the photodetectors with gradient-doping concentrations designed using surrogate optimization,
particle-swarm optimization (PSO), and genetic optimization algorithms. Overall, all of the optimization meth-
ods succeeded in creating designs that met the initial design goals (quantum efficiency ¿ 0.18, bandwidth ¿ 15
GHz, and phase noise < −178 dBc/Hz). However, there were differences in the number of iterations required to
reach these goals. In this regard, the genetic algorithm was slower compared to the other two methods employed.
Due to its combinatorial nature, the genetic algorithm also generated a significant number of designs with low
quantum efficiencies. When considering the iteration time and the number of highly successful designs compared
to all the trials, the PSO can be considered the optimum choice among these three methods for this small-scale
optimization problem. Another recent study of ours shows that for numerical optimization studies with a higher
number of parameters to be optimized, the surrogate optimization method can outperform the PSO and genetic
algorithms.15

4. CONCLUSION

This work presents a numerical investigation into the impact of doping concentrations and thicknesses of pho-
todetectors on their quantum efficiency, phase noise, and bandwidth. Our analysis reveals that (i) the quantum
efficiency × bandwidth increases with decreasing phase noise, (ii) photodetectors with gradient-doping profiles
can have a higher quantum efficiency due to the increased width of the depletion region and suppressed Auger
mechanism, and (iii) for a given number of layers and material types, we can identify the upper limits for the
highest achievable quantum efficiency and lowest phase noise numerically.
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