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ABSTRACT

Spatial knowledge about the environment often helps people
accomplish their navigation and wayfinding tasks more ef-
ficiently. Off-the-shelf mobile navigation applications often
focus on guiding people to go between two locations, ignoring
the importance of learning spatial knowledge. Drawing on
theories and findings from the area of learning spatial knowl-
edge, we investigated how the background reference frames
(RF) and navigational cues can be combined in navigation
applications to help people acquire better spatial (route and
survey) knowledge. We conducted two user studies, where
participants used our custom-designed applications to nav-
igate in an indoor location. We found that having more
navigational cues in a navigation application does not always
assist users in acquiring better spatial knowledge; rather,
these cues can be distracting in some specific setups. Users
can acquire better spatial knowledge only when the naviga-
tional cues complement each other in the interface design.
We discussed the implications of designing navigation inter-
faces that can assist users in learning spatial knowledge by
combining navigational elements in a complimentary way.
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1 INTRODUCTION

Imagine a typical urban search and rescue mission that takes
place in a large building such as an international airport.
During such emergencies, rescue teams will benefit from any
information that can help them search for critical people,
objects, or locations in the environment, and to formulate
plans to navigate in the environment as efficiently as possible.
In addition to floorplans, rescue teams will benefit most from
information from people who work or visit the environment
regularly, as they can provide critical information such as
landmark locations, environmental structures, spatial pat-
terns of where people go and what they do at different times
of the day, etc. Spatial knowledge, in the broad sense, refers
to this kind of knowledge about the environment that is
directly or indirectly related to the spatial structures of the
environment.

One may think that spatial knowledge can be acquired
automatically with repeated visits. However, existing liter-
ature in spatial cognition suggests that this assumption is
not always correct. Even after years of experiences, people
surprisingly do not gain accurate spatial knowledge of the
environment (although they may know how to go between
specific locations). Prior work found that people often get lost
in hospitals, libraries, conference centers, or shopping malls
even after multiple visits [2, 20, 27]. For example, Peponis et
al. [20] found that hospital patients were reluctant to leave
their rooms for fear that they would not find their way back.
These findings suggest that technologies that help people to
acquire spatial knowledge are not only useful, but in many
cases, also necessary and critical.

Although the importance of acquiring spatial knowledge
is a well-established concept among the researchers, in prac-
tice, navigation applications primarily focus on how to guide
people to go from one location to another using turn-by-turn
instructions. A recent study by Dey et al. [4] showed that
using only turn-by-turn directions in regular navigation in-
terfaces cannot assist people in learning spatial knowledge
incidentally. This is because, with turn-by-turn directions,
users need to pay less attention to the navigation tasks.
Thus, by design, it did not encourage users to learn spatial
knowledge incidentally. However, relative location updates
motivated users to actively process spacial information, which
resulted in better learning of spatial knowledge. Since navi-
gational cues such as relative location updates helped people
learn incidental spatial knowledge, we asked – do people learn
a greater degree of spatial knowledge when more than one
navigational cues are presented simultaneously in a single
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(a) Directional Arrow (b) Location Marker (c) Navigation Circle

Figure 1: Three navigational cues used to design our
interfaces. The directional arrow was used for both
map-based and video-based interfaces. The location
marker was used as a relative location update cue
for the map-based interface. The navigation circle
was used as a relative location update cue for the
video-based interface.

navigation application? Does the effect of the navigational
cues depend on the type of the interface (map vs video)?

In this paper, we extended Dey et al.’s [4] work to examine
the effect of adding multiple navigational cues on incidental
learning of spatial knowledge. To this end, we designed two
new navigation interfaces combining more than one navi-
gational cues (turn-by-turn direction and relative location
update) for both map-based and video-based interfaces (the
map-based and video-based interfaces were designed by Dey
et al. [4] as the reference frame for navigation applications).
We used the survey and route knowledge tests to measure the
acquired spatial knowledge of the participants. We found that
the idea of combining the navigational cues did not always
help users to learn the spatial knowledge better; rather, the
effect depended on the background reference frames (map
and video). The combination of navigational cues helped
users to learn spatial knowledge better for the map-based
interface but did not perform similarly for the video-based
interface.

A follow-up interview with participants revealed the need
for combining the background map- and video-based inter-
faces along with the navigational cues. We varied the size
of the map- and video-based interfaces in two separate ver-
sions (a smaller map in a larger video-based interface and
vice-versa). We aim to understand how the relative size differ-
ence between these two reference frames affects users’ spatial
learning process. We found that a larger video-based interface
with a smaller map was the most effective interface design
for gaining spatial knowledge. Based on our findings, we dis-
cuss the implications of our findings in designing navigation
applications that will encourage incidental learning of spatial
knowledge. Before describing our results in detail, we will dis-
cuss relevant backgrounds and theories on spatial knowledge
next, which guided our interface design.

2 RELATED WORK

Development of navigational systems has been inspired and
informed by systematic studies on how humans and animals
navigate in their environment [8]. For example, in “The Image
of the City”, Kevin Lynch [17] described five elements for
navigating successfully in a city: path, edges, districts, nodes,
and landmarks. Some of these elements were later used to
build navigation devices. Wiesman [27] did a classic study
that showed that even when the navigator was familiar with
the environment, up to 40% of the participants reported
that they were lost in certain buildings. Darken et al. [3]
proposed a toolset for navigation in the virtual environment
based on the real-world analogy. In our work, we explored
the tools primarily used in mobile navigation applications
and investigated how these tools can contribute in learning
the mental model of the surrounding environment through
incidental learning.

One of the early candidates of the map UI is the hand-
drawn sketch maps. Gell [7] explained how a map could
include images on their coordinates. Wright et al. [29] com-
pared the map to the wall signs and how these two features
affected navigation in indoor space. Thorndyke et al. [25]
showed how the spatial knowledge acquired differed when
participants navigated using a map representation of an envi-
ronment. Their study showed that although the map helped
people learn the relative distances between spatial objects,
having navigated physically in the environment with the map
significantly helped them to acquire a better spatial knowl-
edge of the surrounding. Richardson et al. [22] extended this
concept and found that people had more problems learning
from the augmented virtual environment compared to nav-
igating in the real environment, suggesting that the map
combined with the experience of navigation was more useful
for the acquisition of spatial knowledge.

Another essential feature for acquiring spatial knowledge
is whether people can effectively utilize unique landmarks
and cues in the environment [25]. Vinson et al. [26] provided
detailed guidelines about designing and placing landmarks
in the environment to assist navigation. With the massive
improvement of mobile technology, Aslan et al. [1] showed
that mobile assisted navigation helped users to learn route
knowledge but failed to support learning of survey informa-
tion.

Recent studies have found that learning of spatial knowl-
edge is not necessarily an automatic process [11, 18]. For
example, Henson et al. [11] found that learning of survey
knowledge from navigational experiences required explicit en-
coding and integration of past navigation experiences. When
participants navigated using a physical map, acquisition of
route knowledge required precise attention and encoding
of environmental cues [19, 28]. These findings suggest that
navigational cues that focus solely on helping people to go
from one location to another may not always lead to good
spatial knowledge. Paradoxically, it is possible that inter-
faces that require (or encourage) participants to transform
and integrate their navigational experiences (from route to
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(a) Map-based Reference
Frame

(b) Video-based Reference
Frame

Figure 2: The figure at the top shows the map-based
reference frame, whereas the figure at the bottom
shows the video-based reference frame. We grayed
out the room numbers on the map-based RF to avoid
distractions since participants were not allowed to
enter into any of these rooms during the user study.

survey knowledge and vice versa) will lead to better spatial
knowledge.

Although there has been a recent work [4] showing the
possibility of using navigational cues to design assistive navi-
gation applications for learning spatial knowledge, there is
still a need to explore how different navigational cues can be
combined in a single interface to nudge the user to learn spa-
tial knowledge incidentally. A systematic study on whether
and how different combination of navigational elements can
encourage learning of different types of spatial knowledge
will be important and useful.

3 SPATIAL REPRESENTATION,
REFERENCE FRAMES, AND
NAVIGATIONAL CUES

The spatial location of an object in the environment can
be represented with reference to two fundamental classes of
coordinate frames: egocentric and allocentric [12, 15]. In the
egocentric representation, the location of objects is encoded
with reference to the body of the observer or, more specifically,
to the body parts, such as the head or trunk of the observer.
Egocentric representations of objects may be used for the
organization of goal-directed movements, such as reaching a
target or avoiding a dangerous stimulus. In the allocentric
representation, by contrast, objects are primarily represented
with reference to their configurational properties, such as the
relationships among their different components and different
objects in the environment. Allocentric representation is
widely used for path planning or remote processing of spatial
information.

The goal of our work is to understand how off-the-shelf
navigation applications can assist people in learning these
representations incidentally through regular navigation activ-
ities. To learn egocentric and allocentric representations of an
environment, users need to actively process this information
so that they can retrieve them when required. The task of
active processing can be achieved with the following two
encoding tasks: egocentric encoding and allocentric encoding.
These encoding tasks allow users to store spatial knowledge

about their environment in the offline system instead of the
online system of our memory. It is important to store spatial
knowledge in the offline system because prior work showed
that although an online system allows users to be continu-
ously connected to the environment, knowledge stored in the
online system is highly fragmentary, parse, and not suitable
for long-term information retrieval [23]. We aim to design our
interfaces in a way with the help of reference frames and nav-
igational cues so that they can allow users to store egocentric
and allocentric encoding incidentally in their offline mem-
ory. We hypothesized that when the background reference
frames (map or video) and combination of the navigational
cues (directional arrow and relative location updates) would
complement each other, they will enable users to perform
better egocentric and allocentric encoding. Thus, users will
have a better opportunity to gain spatial knowledge inci-
dentally. However, when the RF and the navigational cues
would not complement each other, just having more than
one navigational cues would not assist users in gaining more
spatial knowledge. Here, the term reference frame means
a structure that represents the locations of entities in the
space [13] whereas the term navigational cues mean the tools
that are placed on top of a reference frame to guide users
during navigation.

To test our hypothesis, we used the same set of design
elements (reference frames and navigational cues) as pro-
posed by Dey et al. [4] to compare our interfaces with their
best-performing interface designs. We considered two types of
reference frames (RF): 1) map-based RF and 2) video-based
RF (See Figure 2). Also, we considered two types of navi-
gational cues: 1) directional arrow and 2) relative location
update (location marker for the map-based interfaces and
navigation circle for the video-based interfaces) (See Figure 1).
By combining these two types of RFs and navigational cues,
we designed the following two new navigation interfaces: 1)
map-based interface with both directional arrow and location
marker (MWAM), and 2) video-based interface with both di-
rectional arrow and navigation circle (VWAC). We compared
these two interfaces with the two best-performing interfaces
reported by Dey et al. [4] where only one navigational cue
was used for each interface design: 1) map-based interface
with location marker (MWM) and 2) video-based interface
with navigation circle (VWC).

4 STAGE 1: IMPACT OF COMBINING
NAVIGATIONAL CUES

Here, we briefly explained the design of the four navigation
interfaces. Next, we described the procedure followed for the
user study. Finally, we described the results of the user study.

4.1 Interface Design

4.1.1 Map-based interface with both directional arrow and
location marker (MWAM). In this new design, we used the
map-based FOR as the background of the interface where we
showed the floorplan of the entire floor of a building. On top
of this background FOR, we added two navigational cues: 1)
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Location Marker

Destination Pointers

Directional Arrow

(a) Map-based Interface with
directional arrow and location
marker

Location Marker

Destination Pointers

(b) Map-based Interface with
location marker

Destination Pointers

Directional Arrow Navigation Circle

(c) Video-based Interface with
Directional Arrow and Naviga-
tion Circle

Destination Pointers

Navigation Circle

(d) Video-based Interface with
Navigation Circle

Figure 3: Map-based interfaces with (a) a directional arrow and a location marker (b) a location marker.
Video-based interface with (c) a directional arrow and a navigation circle, (d) a navigation circle. We used
the directional arrow to provide turn-by-turn directions to assist users in their navigation tasks. The location
marker and the navigation circle were updated after every step to provide relative location updates suitable
for the background reference frame. The map shown in map-based interfaces was the simple version of the
original floor plan where we grayed out all the rooms since participants did not have access to any rooms.
They could only access the hallways during the user study.

Table 1: List of interfaces considered for our user study. The third column lists the acronyms for all the
interfaces (for example, MWAM: Map with Arrow and location Marker). The fourth and the fifth column
of this table shows our hypothesis whether a specific interface design will assist users to perform allocentric
encoding (column 3) and egocentric encoding (column 4) or not.

Serial Interface Design Acronym
Allocentric
Encoding

Egocentric
Encoding

1
Map-based interface With both

directional Arrow and location Marker
MWAM Yes Yes

2 Map-based interface With location Marker MWM No Yes

3
Video-based interface With both

directional Arrow and navigation Circle
VWAC No Yes

4 Video-based interface With navigation Circle VWC No Yes

directional arrow on the top-left corner and 2) the location
marker (Figure 3a). The directional arrow provided the turn-
by-turn instructions during the navigation tasks, whereas the
location marker showed the exact location of the user on the
floorplan at every step.

4.1.2 Map-based interface with only location marker (MWM).
This was the best performing map-based interface developed
by Dey et al. [4](Figure 3b). We reproduced it to compare
with our new interface design (described above). The only dif-
ference between the MWAM and MWM interface designs was
that MWAM presented both directional arrow and location
marker simultaneously, but MWM presented only location
marker to assist users to reach their destinations.

4.1.3 Video-based interface with both directional arrow and
Navigation Circle (VWAC). In this video-based interface de-
sign, we used the live video feed (captured through the camera
of the mobile device) of the environment as the background
of the application. On top of this background FOR, we again
added two navigational cues: 1) directional arrow on the
top-left corner and 2) the navigation circle (relative loca-
tion update suitable for video-based interfaces) (Figure 3c).
Similar to the map-based interface, the directional arrow

again provided the turn-by-turn instructions, whereas the
navigation circle pointed to the direction of the destination
relative to the current position of the user. We updated the
direction of the navigation circle after every step taken by
the user.

4.1.4 Video-based interface with only navigation circle (VWC).
Finally, we recreated this interface design as this was the best
performing video-based interface reported by Dey et al. [4]
(Figure 3d). Unlike the VWAC interface, this VWC interface
did not use the directional arrow to provide turn-by-turn
instructions to the user.

In the map-based interface, we hypothesized that the back-
ground interface and the navigation tools would work coher-
ently. Since the map-based interface presented a complete
floorplan of the environment, we expected that the directional
arrow of the map-based would assist users to perform allocen-
tric encoding of their surrounding which would allow users
to perform complete path planning during their navigation
tasks. On the other hand, the location marker would help
users orient themselves in the environment relative to their
own positions, which would help them perform egocentric
encoding. In contrast to the map-based interface, for the
video-based interface, we hypothesized that the background
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interface and the navigation tools might not complement
each other. Since the video-based interface did not present a
complete representation of the environment, we expected that
the directional arrow would not particularly help users to per-
form allocentric encoding of their environment. Instead, the
instructions provided by the directional arrow would, most
likely, be stored in the online memory system temporarily.
Although we expected that the navigation circle would still
help users to perform egocentric encoding of the environment,
the combination of the directional arrow and the navigation
circle in the video-based interface would not be more effec-
tive than video-based interface with only navigation circle
for gaining spatial knowledge. Table 1 lists all these four
interfaces and our hypothesis how each of these interfaces
will assist users to perform better egocentric and allocentric
encoding of their surrounding environment.

In summary, we hypothesized the following:

(1) Map-based interface with both directional arrow and
location marker will assist users to gain better spatial
knowledge compared to the map-based interface with
only location marker.

(2) Video-based interface with both directional arrow and
navigation circle will not assist users in gaining bet-
ter spatial knowledge compared to the video-based
interface with only navigation circle.

4.2 Method

We conducted a user study to test our hypothesis. We recre-
ated a similar navigation application as Dey et al. [4] de-
scribed for their user study using the dead-reckoning tech-
nique based on accelerometer and gyroscope readings. We
used a Samsung Tablet A (8 inches) to deploy our navigation
application with an option of using four different types of
interface designs, as we proposed earlier. Since we used the
same algorithm in the background for all interface designs,
the accuracy of the navigation application remained the same
for participants across all interfaces. We conducted all our
user studies on a single floor of an academic building. Fig-
ure 2a shows the floorplan of the location where we performed
all the experiments.

4.3 Participants

We posted flyers in community restaurants and libraries and
sent emails to local communities to recruit participants. We
recruited 62 participants for our user study. Two participants
could not complete the experiment due to time constraint.
Finally, we had 27 male and 33 female participants between
18 and 60 years of age, M = 26.17 (σ = 9.32) from a university
town who successfully completed all the experiments. 66%
of the participants were Caucasian, 17% were Asian, 12%
were African-American, the remaining 5% were Hispanic.
Participants were nearly equally distributed for four interface
designs. All participants were familiar with using navigation
applications in mobile devices. Participants were recruited
only when they reported through an introductory online
survey that they had never been to the building used for

Start

1

2

3

Figure 4: The figure shows the path that each par-
ticipant had to traverse to complete an assisted nav-
igation task. There were three destinations on this
path that each participant had to reach sequentially
to complete the task. The destinations are marked
here with their corresponding sequence numbers.

the experiments. We randomly assigned each participant
to one of the four interface designs. For each interface, we
assigned 15 participants. Participants received $10/hour for
their participation.

4.4 Study Procedure

Our user study included six stages: 1) pre-experiment spatial
ability test surveys, 2) a preview of a randomly assigned
interface design of the navigation application, 3) a set of
four assisted navigation tasks and incremental survey knowl-
edge tests, 4) one integrated survey knowledge test, 5) a set
of three unassisted navigation tasks and route knowledge
tests, and 6) a semi-structured interview. Stages 1 - 5 are
replicates of Dey et al.s [4] study procedure. We added the
semi-structured interview section to assess the observation
of the participants using our proposed interface designs com-
pared to the previously reported best-performing interface.
To measure the performance of the participants, we used
survey and route knowledge tests.

4.4.1 Pre-experiment spatial ability test surveys. Before con-
ducting our user study, we measured each participant’s mental
rotation, object manipulation and perspective-taking spatial
abilities as these are important for processing spatial knowl-
edge. Each participant completed the perspective-taking and
spatial orientation test [10, 14] and self-reported measure-
ments of environmental abilities by “sense of direction (SOD)”
scale [9]. We also asked all of the participants to complete the
Kit of Factor-Referenced Cognitive Test VZ-2 [6] to assess
their spatial visualization ability. No significant difference
was found in these pre-tests among the participants in each
group.

4.4.2 Preview of a randomly assigned interface design. We
randomly assigned one interface design to each participant.
One member from our research team spent ten minutes to
explain the purpose of the study, the basic functionality of
our navigation application, and the utility of the FOR and
navigational cues of the assigned interface design.
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4.4.3 Assisted navigation tasks and incremental survey knowl-
edge tests. First, we asked each participant to complete four
assisted navigation tasks using their assigned interface design.
During each task, participants had to reach three different
destinations sequentially with the help of their navigation
application. When a participant successfully reached a desti-
nation, the application automatically sent a notification and
asked the participant to find the next designated destination.
When a participant arrived at the third destination, the ap-
plication notified that the task was successfully completed.
Figure 4 shows the complete path of one of the assisted
navigation tasks on the floorplan. Next, the experimenter
asked the participant to complete two incremental survey
knowledge tests related to the navigation task.

We reused the orientation test and path recall test as
proposed by Thorndyke et al. [25]. In the orientation test,
the experimenter asked participants to mark the locations
of the three destinations that they had to reach during their
assisted navigation task. We measured the performance of
the participants by calculating the difference between the
ground truth and the participants’ reported location as the
orientation error. In the path recall test, the experimenter
asked participants to draw the entire path that they took
to complete their assisted task. We compared the reported
path with the original path (recorded by the navigation app)
to calculate the number of turns and corridors reported by
mistake by the participants. The orientation and path recall
tests together allowed us to measure the incremental survey
knowledge gained by the participants while using our interface
designs.

4.4.4 Integrated survey knowledge test. Once participants
completed all four assisted navigation tasks, the experimenter
asked participants to complete an integrated survey knowl-
edge test (floor plan recall test) to test their overall survey
knowledge acquired from all four navigation tasks. In this
test, participants drew the floor plan of the building. Since
participants were allowed to walk only through the hallways
of a specific floor during their assigned tasks, they were asked
to draw only the hallways where they indicated as many
landmark objects as possible. Two independent coders rated
these sketches on a 5-point Likert-type scale [16] using two
criteria: (a) to what degree the sketch resembled the original
floorplan and (b) to what degree potential landmark locations
were represented in the correct position. A Cohens kappa
test showed the inter-rater agreement as 0.82. So we took the
average score of each sketch for our analysis.

4.4.5 Unassisted navigation tasks and route knowledge tests.
In this stage, each participant completed three unassisted
navigation tasks. The goal of these unassisted navigation
tasks was to reach to a location shown in a picture without
any external assistance. During each unassisted task, the
experimenter showed one of these pictures to each partici-
pant. First, participants had to tell the experimenter whether
they could recognize that place. We called this the location
recognition test. Next, they had to reach to that location
by themselves without any external help. We called this the

Table 2: Mean and standard deviation of the mea-
surements in the survey and route knowledge tests
for all four groups of participants in stage 1. Aster-
isk(*) denotes statistical significance (p<.05)

Tasks/
Interfaces

Map with
Arrow and
Marker,
M (SD)

Map with
Marker,
M(SD)

Video with
Arrow and

Circle,
M (SD)

Video with
Circle,
M (SD)

Orientation
Test

22.04*
(10.11)

31.33
(8.22)

35.67
(9. 31)

29.01
(11.23)

Path Recall
Test

1.95*
(0.79)

3.79
(1.43)

3.33
(1.39)

3.18
(1.56)

Floor Plan
Recall Test

3.85*
(0.66)

3.75*
(0.97)

2.29
(1.12)

2.44
(1.18)

Location
Recognition

Test

0.79
(0.51)

0.72
(0.48)

1.50
(0.39)

1.86*
(0.37)

Unassisted
Navigation

Test

1.92
(0.87)

1.82
(0.81)

2.40
(0.62)

2.68*
(0.58)

unassisted navigation test. We replicated the location recog-
nition test and the unassisted navigation test from Dey et
al. [4] to measure the route knowledge gained by participants.

4.4.6 Semi-structured interview. Finally, the experimenter
conducted a semi-structured interview with each participant.
The interviews took 15-20 minutes on average to complete.
We mainly focused on the following questions during the
interview: 1) What is your overall experience of using this
interface design for an indoor navigation app? 2) What fea-
tures of the interface did you find useful? 3) What was the
most challenging aspect of using the application? 4) How will
you like to change the design of the interface to make it more
user-friendly?

4.5 Results

For our analysis, we had five dependent variables from the
survey and route knowledge tests: 1) orientation test, 2) path
recall test, 3) floor plan recall test, 4) location recognition
test, and 5) unassisted navigation test and two independent
variables: 1) FOR and 2) navigational cues. Since we had
more than one dependent variables, we performed two-way
MANOVA test (2 (FOR) X 2 (types of navigational cues))
with post-hoc Tukey analysis.

We found statistically significant interaction effect between
FOR and types of navigational cues on the combined depen-
dent variables, F(2, 55) = 18.38, p < 0.01, Wilks’ λ = 0.29,
partial η2 = 0.76. To further examine the dependent variables
separately, we observed the univariate interaction effect. We
found that there was a statistically significant interaction
effect between RF and type of navigation cues for orientation
test, F(1, 56) = 19.18, p < 0.01, partial η2 = 0.77, path
recall test, F(1, 56) = 15.04, p < 0.01, partial η2 = 0.62, the
location recognition test, F(1, 56) = 5.78, p = 0.02, partial η2

= 0.30, and unassisted navigation test, F(1, 56) = 5.02, p =
0.02, partial η2 = 0.34. No statistically significant interaction
effect was found for the floor plan recall test, F(1, 56) =
3.01, p = 0.23, partial η2 = 0.16. Next, we discussed the
post-hoc analysis for all survey and route knowledge tests
individually. Table 2 shows the mean and standard deviation
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of the measurements of the participants in all the navigation
tasks.

4.5.1 Orientation Test. Since the univariate interaction ef-
fect of the orientation test was statistically significant, we
examined the main effect for the independent variables. We
found that for the map-based interfaces, participants using
the MWAM interface performed significantly better than
those who used the MWM interface, F(1, 56) = 8.16, p <
0.01, η2 = 0.42. We also found that participants using the
map-based MWAM interface performed significantly better
than participants using the video-based VWAC interface
F(1, 56) = 5.28, p = 0.02, η2 = 0.31. No other effect was
statistically significant.

4.5.2 Path Recall Test. Similar to the orientation test, we
also found a univariate interaction effect significant for the
path recall test. So we examined the simple main effect for
the independent variables for the path recall test too. We
found that for the map-based interfaces, participants using
the MWAM interface performed significantly better than
those who used the MWM interface, F(1, 56) = 7.01, p <
0.01, η2 = 0.38. No other effect was statistically significant.

4.5.3 Floor Plan Recall Test. We did not find the univariate
interaction effect significant for the floor plan recall test. So we
focused on examining the main effect directly. We found that
overall participants using map-based interfaces performed
significantly better in the floor plan recall test than those
using the video-based interfaces, F(1, 56) = 6.45, p < 0.01, η2

= 0.33. Further post-hoc analysis showed that participants
using the MWAM interface performed significantly better
than both versions of the video-based interfaces. We observed
a similar trend for participants using the map-based MWM
interface as well.

4.5.4 Location Recognition Test. Since the univariate inter-
action effect of the location recognition test was statistically
significant, we examined the main effect for the independent
variables. We found that participants using the video-based
VWC interface performed significantly better than those us-
ing map-based MWM interface, F(1, 56) = 4.85, p = 0.02, η2

= 0.09 and those using map-based MWAM interface, F(1, 56)
= 4.84, p = 0.02, η2 = 0.09. No other effect was statistically
significant.

4.5.5 Unassisted Navigation Test. Similar to the location
recognition test, we examined the main effect for the indepen-
dent variables for the unassisted navigation test. We again
found that participants using the video-based VWC interface
performed significantly better than those using map-based
MWM interface, F(1, 56) = 4.32, p = 0.03, η2 = 0.07 and
those using map-based MWAM interface, F(1, 56) = 4.24, p
= 0.03, η2 = 0.06. No other effect was statistically significant.

4.5.6 Summary of the survey and route knowledge tests. Our
results showed that participants using the map-based in-
terfaces performed significantly better in survey knowledge
tests whereas in route knowledge tests, participants using

the video-based interfaces performed better. Given, partici-
pants of the map-based interfaces could directly access the
floorplan of the building, this finding was consistent with
our expectation. In addition, we found that combining the
directional arrow and location marker for the map-based in-
terface helped users to perform better in gaining incremental
survey knowledge (orientation and path recall tests). This
finding is consistent with our first hypothesis. However, the
strategy of combining the directional arrow and the navi-
gation circle for the video-based interface did not work the
same way. Participants of the VWAC interface performed no
better or worse than those who used the VWC interface in
the incremental survey and route knowledge tests, which is
consistent with our second hypothesis. However, participants
using the VWAC interface performed worse than those who
used the VWC interface in the route knowledge tests. This
finding was not consistent with our second hypothesis. We
were surprised to observe that combining more navigational
cues in a single interface can even make an interface design
less effective than before. To understand why participants
using the VWAC interface performed worse than their coun-
terpart using the VWC interface, we analyzed participants’
interview responses.

4.5.7 Summary of the semi-structured interview. Analyzing
the interview responses of the participants for the VWAC
interface, we found that since both the arrow and the naviga-
tion circle were providing egocentric information about the
surrounding environment, having those two cues together did
not assist participants during their navigation tasks. Instead,
participants (N = 9) found them distracting at the begin-
ning of their navigation task and eventually, majority of the
participants (N=11) using this interface decided to focus on
only one cue of their choice and ignored the other one. We
believe that the act of ignoring one cue put additional stress
on the participants, and that might be the reason why they
performed poorly in the route knowledge tests.

Moreover, participants using the map-based interface (N
= 18) felt that following the app for the navigation tasks did
not allow them to look around for natural landmarks. The
application indirectly grabbed most of their attention during
the navigation tasks, and thus, they performed poorly during
the route knowledge tests. Participants of the map-based
interface particularly struggled to recognize one location
where we showed the picture of an elevator door in a dark
corridor. During the semi-structured interview, participants
of the map-based interfaces (N = 12) explained that they
were surprised during the location recognition test to know
that there was a second elevator in that floor and they failed
to notice such an important landmark during their assisted
navigation tasks.

On the other hand, participants of the video-based inter-
faces could never access the map of the environment. They felt
that without any reference of the floorplan, it was challenging
for them (N = 14) to complete the survey knowledge tests.
Participants of the video-based interface (N=14) felt that by
default, they expected to see a floorplan of the environment
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in a navigation application. Since we did not provide any map
of the environment, they struggled to create a mental map of
the environment. Prior work showed that creating a mental
map of the environment is critical to perform day-to-day nav-
igational activities with ease [5, 17, 21, 24]. Majority of the
participants of the video interfaces (N = 22) felt that users of
the video-based interfaces should have access to a floorplan
or a schematic map of the environment for the better mental
encoding of their surrounding. Similarly, almost half of the
participants of the map-based interfaces (N=14) wanted to
add a feature in the app itself that would allow them to find
and remember the landmarks of the environment naturally
for future navigational activities. Based on the observation
from this user study and the semi-structured interviews, we
designed a pair of new interface designs by combining both
map-based and video-based RFs and conducted a second user
study to explore the effectiveness of those new designs.

5 STAGE 2: DESIGNING
INTERFACES COMBINING MAP-
AND VIDEO-BASED RFS

The observations from the first user study motivated us to
design interfaces combining both map- and video-based RFs.
We also considered the effect of navigational cues in our
design (depending on the RF). Here, we discussed the two
versions of the interfaces that we designed in stage 2.

5.1 Interface Design

5.1.1 Map-based interface with a video window, a directional
arrow, a navigation circle, and a location marker. Similar to
our previous map-based interfaces, we displayed the floor-
plan of the entire floor as the background of this interface.
On the top-left corner of the interface, we showed the live
camera feed of the surrounding environment (as we did for
the video-based interfaces). We hypothesized that this cam-
era feed would allow users to notice the landmarks of the
surrounding environment even when they would focus their
attention on the navigation app. Additionally, we included
all three navigational cues (1) the directional arrow, 2) the
navigation circle, and 3) the location marker) since we found
that including multiple cues in the map-based interface did
not negatively affect users to acquire survey and route knowl-
edge. Unlike other map-based interfaces, this design provided
users an egocentric point of view. Fig 5a shows a screenshot
of this interface.

5.1.2 Video-based interface with map window, navigation cir-
cle, and location marker. Like other video-based interfaces,
we showed the live camera feed of the environment as the
primary background of this interface. On the top-left corner,
we included the floorplan of the building, which showed the
current location of the user on the floorplan with the loca-
tion marker. Additionally, we added the navigation circle to
provide real-time direction update of the destination with
respect to the current position of the user. We did not use
the directional arrow in this design since we found from study

(a) Map-based Interface with a window to show
the video feed

(b) Video-based Interface with a window to
show the map

Figure 5: (a) A map-based interface with a direc-
tional arrow, a location marker, a navigation circle,
and a window to show a video feed of the surround-
ing environment. (b) A video-based interface with a
navigation circle, a window to show the floorplan of
the location along with a location marker indicating
the current location of the user on the map.

1 that using directional arrow and navigation circle together
can distract users from gaining spatial knowledge. In this
interface design, users received the allocentric perspective
of the surrounding environment, which was missing in all
other video-based interfaces. Fig 5b shows a screenshot of
this interface.

We conducted the second user study to compare the effec-
tiveness of these two interface designs with the best perform-
ing designs so far. We considered the map-based interface
with both directional arrow and location marker (MWAM)
and video-based interface with only navigation circle (VWC)
to compare with our new interface designs.

5.2 Stage 2: User Study Procedure

We followed the same procedure as we did in stage 1 to
conduct the user study. The only difference was the inter-
face designs that we compared in this stage. We compared
the following interface designs in this stage: 1) map-based
interface with video window, directional arrow, navigation
circle, and location marker (new), 2) video-based interface
with map window, navigation circle, and location marker
(new), 3) map-based interface with both directional arrow
and location marker (existing), and 4) video-based interface
with only navigation circle (existing).
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Table 3: Mean and standard deviation of the mea-
surements in the survey and route knowledge tests
for all four groups of participants of stage 2. Aster-
isk(*) denotes statistical significance (p<.05)

Tasks/
Interfaces

Map with
Video

Window,
M (SD)

Map with
Arrow and
Marker,
M (SD)

Video with
Map

Window,
M (SD)

Video with
Circle,
M (SD)

Orientation
Test

19.82*
(11.33)

21.89
(9.54)

21.11*
(10.33)

27.98
(8.11)

Path Recall
Test

1.97*
(0.87)

1.98
(1.31)

2.01*
(1.44)

3.26
(1.29)

Floor Plan
Recall Test

3.97
(0.78)

3.76
(1.05)

4.02*
(1.20)

2.39
(1.02)

Location
Recognition

Test

1.33
(0.66)

0.82
(0.54)

1.85*
(0.48)

1.97*
(0.41)

Unassisted
Navigation

Test

2.72*
(0.69)

1.84
(0.92)

2.81*
(0.85)

2.65*
(0.89)

5.3 Participants

We again posted flyers in community restaurants and libraries
and sent emails to local communities to recruit participants.
In total, we recruited 61 participants. One participant failed
to complete the study due to physical challenges. 60 par-
ticipants (36 female) between 18 and 60 years of age limit,
M = 29.27 (σ = 7.98) completed the user study. 61% of
the participants were Caucasian, 22% were Asian, 10% were
African-American, the remaining 7% were Hispanic and Na-
tive American. Participants were nearly equally distributed
across all four interface designs. All participants were familiar
with using navigation applications during their daily activ-
ities, and none of them visited the building before where
we conducted the user study. We again randomly assigned
each participant to an interface design. Since we wanted to
maintain the assumption of independent sampling, we did not
reuse the test results of the participants who used existing
interfaces in study 1. Instead, we recruited new participants
for the existing interface designs as well. Each participant
received $10/hour for their participation.

5.4 Results

Before conducting our user study, we measured each partici-
pant’s mental rotation, object manipulation, and perspective-
taking spatial abilities as we did in study 1. No significant
difference was found in these pre-tests among the participants
in each group.

Similar to stage 1, we had five dependent variables from
survey and route knowledge tests: 1) orientation test, 2) path
recall test, 3) floor plan recall test, 4) location recognition
test, and 5) unassisted navigation test and two independent
variables: 1) RF and 2) navigational cues. Since we had
more than one dependent variables, we performed two-way
MANOVA test (2 (RF) X 2 (types of navigational cues))
with post-hoc Tukey analysis.

We found statistically significant interaction effect between
RF and types of navigational cues on the combined depen-
dent variables, F(2, 55) = 11.57, p < 0.01, Wilks’ λ = 0.21,
partial η2 = 0.55. To further investigate each dependent
variable separately, we observed the univariate interaction

effect. We found that there was a statistically significant
interaction effect between RF and type of navigation cues
for the orientation test, F(1, 56) = 9.52, p < 0.01, partial
η2 = 0.54, the path recall test, F(1, 56) = 4.31, p = 0.03,
partial η2 = 0.12, the floor plan recall test F(1, 56) = 4.74, p
= 0.03, partial η2 = 0.13, and the location recognition test,
F(1, 56) = 4.16, p = 0.04, partial η2 = 0.07. No statistically
significant interaction effect was found for the unassisted
navigation test, F(1, 56) = 2.36, p = 0.27, partial η2 = 0.02.
Next, we discussed the post-hoc analysis for all the spatial
knowledge tests individually. Table 3 shows the mean and
standard deviation of the measurements of the participants
in all the navigation tasks.

5.4.1 Orientation Test. Since the univariate interaction effect
of the orientation test was statistically significant, we exam-
ined the main effect for the independent variables. We found
that participants of the map-based interfaces with video win-
dow performed significantly better than those who used the
VWC interface, F(1, 56) = 5.79, p = 0.02, η2 = 0.31. We also
found that participants using the video-based interface with
map window performed significantly better than participants
using the VWC interface, F(1, 56) = 5.41, p = 0.02, η2 =
0.29. No other effect was statistically significant.

5.4.2 Path Recall Test. Similar to the orientation test, we
also found a univariate interaction effect significant for the
path recall test. So we proceed to examine the simple main
effect for the independent variables for the path recall test.
We found that participants using the map-based interfaces
with video window performed significantly better than those
who used the VWC interface, F(1, 56) = 4.85, p = 0.03, η2 =
0.22. We also found that participants using the video-based
interfaces with map window performed significantly better
than those who used the VWC interface, F(1, 56) = 4.86, p =
0.03, η2 = 0.22. No other effect was statistically significant.

5.4.3 Floor Plan Recall Test. Here again, we examined the
simple main effect for the independent variables. We found
that participants using the video-based interface with map
window performed significantly better in the floor plan recall
test than those who used the VWC interface, F(1, 56) =
4.21, p = 0.03, η2 = 0.16. No other effect was statistically
significant.

5.4.4 Location Recognition Test. Since the univariate inter-
action effect of the location recognition test was statistically
significant, we examined the main effect for the independent
variables. We found that participants using the VWC in-
terface performed significantly better than those using the
MWAM interface, F(1, 56) = 4.78, p = 0.02, η2 = 0.08. We
also found that participants using the video-based interface
with map window performed significantly better than those
using the MWAM interface, F(1, 56) = 4.69, p = 0.02, η2

= 0.08. Finally, we found that participants using the video-
based interface with map window performed significantly
better than those using the map-based interface with video
window, F(1, 56) = 3.56, p = 0.04, η2 = 0.04. No other effect
was statistically significant.
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5.4.5 Unassisted Navigation Test. Finally, we examined the
main effect of the independent variables for the unassisted
navigation test. We found that participants using the VWC
interface performed significantly better than those using the
MWAM interface, F(1, 56) = 4.19, p = 0.03, η2 = 0.06. We
also found that participants using the video-based interface
with map window performed significantly better than those
using the MWAM interface, F(1, 56) = 3.85, p = 0.04, η2 =
0.04. Finally, we found that participants using the map-based
interface with video window performed significantly better
than those using the MWAM interface, F(1, 56) = 3.90, p =
0.04, η2 = 0.05. No other effect was statistically significant.

5.4.6 Stage 2: Summary of the survey and Route Knowledge
Tests. The findings of the user study in stage 2 showed that
combining the map- and video-based interfaces in a single
interface design helped users acquire better survey and route
knowledge. Adding the map window in the video-based inter-
face provided an allocentric perspective of the environment
and thus allowed them to perform better in the orientation,
path recall, and floor plan recall test. Similarly, including the
video window in the map-based interface allowed users to
look around the environment even when they were following
the app for the navigation task. Therefore, users performed
significantly better in the location recognition and unassisted
navigation tests than before when the map-based interface
did not have any camera feed. Moreover, we could not find
any significant differences between the two new interface de-
signs in general except for the location recognition test. Only
for this route knowledge test, participants of the video-based
interface with map window performed significantly better
than those using the map-based interface with the video
window. To understand the reasoning behind this finding, we
analyzed the interview responses of the participants.

We found that although participants liked both of these
new interface designs, some participants (N=5) of the map-
based interface with video window found that checking the
camera feed in the small video window was hard, especially
in those cases when the corridor was dark. On the contrary,
checking the floorplan through the small window was not
difficult for the participants of the video-based interface since
the floorplan was a static feature compared to a live camera
feed.

6 DISCUSSION AND CONCLUSION

Prior work [4] showed that interface designs equipped with
certain RFs and navigational cues could encourage people
to process spatial knowledge about their surrounding envi-
ronment actively. Active processing of spatial information
can help people learn spatial knowledge incidentally during
regular navigation tasks. The primary goal of our study was
to understand whether having more navigational cues in a
single interface can make the incidental learning process more
effective. We found that having more navigational cues do
not always help users learn spatial knowledge better. It can
even work counter-intuitively and can distract users during
their navigation activities. Interface designs creating such

distractions can hamper the natural process of incidental
learning of spatial knowledge. To better facilitate the pro-
cess of spatial learning, interface designers should combine
the navigational cues and RFs in a way so that they can
complement each other.

Designers can also optimize the interface design of naviga-
tion applications based on the environment and the nature
of the navigation activities. For example, in a busy shopping
mall or during the rush hour of the day, the navigation inter-
face can present minimum, more directive navigational cues
to users to keep the task of reaching to the destination simple.
However, during the late afternoon or over the weekend, more
cognitively demanding cues can be presented to allow users to
process spatial information more actively, which will facilitate
incidental spatial learning. Further investigation needs to be
conducted to understand how the dynamic modification of
the interface design of the navigation applications can affect
users’ experience of using such navigation applications during
regular wayfinding tasks.

In our interface designs at stage 2, we kept a small window
at the top left corner of the interface to include the secondary
RF. During the semi-structured interview, some participants
(N=4) suggested dividing the screen half-way to include the
secondary RF. Other participants suggested presenting the
secondary RF on demand instead of always showing it on
the screen (N=3). For example, P31 suggested offering the
secondary RF through a specific gesture such as a double-tap
to keep the screen less cluttered. She mentioned that a less
cluttered interface design would be more suitable for a smaller
mobile device such as a smartphone. The relative proportion
of the RFs can be explored further in the future to design
more effective interfaces for navigation applications.

In our work, we represented allocentric RF using a static
map of the location, whereas the egocentric RF was presented
using the live camera feed. In practice, an interactive map may
also provide an egocentric representation of the surrounding.
For example, off-the-shelf GPS applications generally use an
egocentric interactive map to provide directional guidance
to drivers. On the other hand, a top-down live camera feed
can present an allocentric representation of the environment
too. The interface designs used in our current study are
not sufficient to understand the impact of various forms
of maps and camera feeds in acquiring spatial knowledge.
Further investigations need to be conducted to understand
the broader effects of RFs (both maps and videos) in learning
spatial knowledge.

To conclude, our work shows that there are many possibil-
ities to design interfaces of navigation applications that can
help users to acquire spatial knowledge incidentally through
day-to-day navigation activities. However, interface designers
need to proceed with caution since a specific combination of
navigation cues may not facilitate the learning process. We
believe that navigation interface designers need to focus more
on how human beings encode and create a mental model
of their environment. Perhaps that understanding will allow
them to find out effective combinations of design elements
for interfaces of smart navigation applications.
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