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(57) ABSTRACT 

Real routable external addresses may be pooled rather than 
assigned to nodes and may be dynamically bound to connec 
tions by a proxy or gateWay device in Ways that spread appar 
ent identity of individual nodes across multiple of the external 
addresses. In general, these spread identity techniques may be 
employed at one end or the other of a connection, as Well as at 
both ends. In a typical double-ended con?guration, the archi 
tecture and associated techniques provide “double-blindfold 
ing,” Wherein true identities (addresses) of communicating 
peers are alWays hidden from each other. In some double 
ended con?gurations, dynamic binding may be employed at a 
?ne level of granularity, for instance alloWing individual 
packets associated With given connection to bear different 
apparent source addresses and/or different apparent destina 
tion addresses. In some single-ended con?gurations, a spread 
identity proxy is interposed betWeen an information server 
and a plurality of requestors. The proxy redirects individual 
inbound connection requests for information from the infor 
mation server to distinct addresses of a pool and establishes 
corresponding network address translations thereby dynami 
cally spreading identity of the information server across mul 
tiple distinct addresses of the pool. 

31 Claims, 8 Drawing Sheets 
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SPREAD IDENTITY COMMUNICATIONS 
ARCHITECTURE 

CROSS-REFERENCE TO RELATED 

APPLICATION(S) 

The present application is a continuation of and claims the 
bene?t of US. patent application Ser. No. 11/841,037, ?led 
Aug. 20, 2007 now US. Pat. No. 7,853,680, Which in turn 
claims priority of US. Provisional Patent Application No. 
60/947,413, ?led Jun. 30, 2007, and US. Provisional Patent 
Application No. 60/896,819, ?led Mar. 23, 2007. The full 
disclosures of these applications are incorporated herein by 
reference. 

BACKGROUND 

1. Field of the Invention 
The present invention relates generally to techniques for 

pooling identities and dynamically binding individual ones of 
the pooled identities to information transactions or segments 
thereof and, in particular, to techniques for dynamically bind 
ing real, routable internetWorking addresses from a managed 
pool thereof to netWork connections, segments or even indi 
vidual packets thereof. 

2. Description of the Related Art 
From its beginnings as a research collaboration tool used 

by a comparative handful of students and scientists, the Inter 
net has become a nearly ubiquitous communication tool con 
necting people around the globe. Each day, individuals, busi 
nesses, and governments making increasing demands for 
Internet resources. As they do so, a large (but ?nite) set of 
identi?ersiaddressesiis depleted. For example, as num 
bers of Wireless and Wired netWork devices and services con 
tinue their explosive groWth, even ordinary individuals use 
numerous devices, be they traditional computers, mobile 
phones, media players, digital entertainment systems or even 
appliances for Which netWorked data communication is (or 
Will be) available. 

At the same time, the vulnerability of netWorked systems, 
con?gurations, softWare and information codings and proto 
cols to unauthorized access or use have become Widely rec 
ogniZed, at least by information security professionals. In 
general, these vulnerabilities can range from minor annoy 
ances to critical national security risks. Today, given the ubiq 
uitous nature of internet communications and the value of 
information and transactions hosted on the public internet, 
vulnerabilities are discovered and exploited at alarming rates. 
Automated tools facilitate the probing of systems and discov 
ery of vulnerable systems and con?gurations. Once vulner 
abilities are identi?ed, exploits can be globally disseminated 
and rapidly deployed. 
Network address translation (NAT) techniques have long 

been employed in devices (e.g., ?reWalls, routers or comput 
ers) that sit betWeen an internal netWork and the rest of the 
World. In general, NAT implementations can employ static or 
dynamic mappings of “internal addresses” to “external 
addresses.” In perhaps the most Widely adopted con?gura 
tions, a port-level multiplexed NAT device overloads outgo 
ing tra?ic originating from multiple internal addresses onto a 
single apparent external address, using a port assignment to 
index an address translation table that records the port map 
ping and alloWs return path communications to be mapped (at 
the NAT device) and directed to the actual internal address of 
the originator. 

Conventional NAT techniques are Well understood in the 
art, see generally RFC 1631 (describing NAT); RFC 1918 
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2 
(allocating non-routable address ranges for private intemets); 
and How NAT Works, Document ID 6450 (2006) (archived at 
http://WWW.cisco.com/Warp/public/556/nat-cisco.pdf), and 
have provided an ef?cient mechanism for limiting the need to 
assign real routable addresses to an ever expanding popula 
tion of clients, While affording certain nodes that reside 
behind a NAT device a signi?cant degree of isolation from 
external threats. 

Unfortunately, conventional NAT techniques have done 
little to mitigate exposure of hosts or services to threats such 
as those posed by abnormal/anomalous data ?oWs, undesired 
ex?ltration of information, spread of malWare/Worms on 
local/internal netWorks, distributed denial of service (DDOS) 
attacks, traceback to sources of malicious ?oWs, etc. 
Improved techniques are desired. 

SUMMARY 

It has been discovered that real routable external addresses 
may be pooled rather than assigned to nodes and may be 
dynamically bound to connections by a proxy or gateWay 
device in Ways that spread apparent identity of individual 
nodes across multiple of the external addresses. In general, 
these spread identity techniques may be employed at one end 
or the other of a connection, as Well as at both ends. In a 
typical double-ended con?guration, the architecture and 
associated techniques provide “double-blindfolding,” 
Wherein true identities (addresses) of communicating peers 
are alWays hidden from each other. In some double-ended 
con?gurations, dynamic binding may be employed at a ?ne 
level of granularity, for instance alloWing individual packets 
associated With given connection to bear different apparent 
source addresses and/ or different apparent destination 
addresses. In some single-ended con?gurations, a spread 
identity proxy is interposed betWeen an information server 
and a plurality of requestors. The proxy redirects individual 
inbound connection requests for information from the infor 
mation server to distinct addresses of a pool and establishes 
corresponding netWork address translations thereby dynami 
cally spreading identity of the information server across mul 
tiple distinct addresses of the pool. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The present invention may be better understood, and its 
numerous objects, features, and advantages made apparent to 
those skilled in the art by referencing the accompanying 
draWings. 

FIG. 1 depicts an exemplary netWork in Which various 
techniques of the present invention may be employed. 

FIG. 2 depicts a communications architecture that includes 
spread-identity gateWays in accordance With some embodi 
ments of the present invention. 

FIGS. 3A, 3B, 3C and 3D depict a progression of states 
illustrating dynamic DNS-mediated binding of an identity in 
accordance With some spread-identity netWork address trans 
lation (SI-NAT) techniques of the present invention. 

FIG. 4 depicts a communications architecture that includes 
spread-identity proxies in accordance With some embodi 
ments of the present invention. 

FIG. 5 depicts a portion of a communications architecture 
that employs a spread-identity proxy at a destination end of a 
connection in accordance With some embodiments of the 
present invention. 

The use of the same reference symbols in different draW 
ings indicates similar or identical items. 
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DESCRIPTION OF THE PREFERRED 

EMBODIMENT(S) 

Techniques have been developed for dynamically spread 
ing the apparent identities of objects across multiple exter 
nally-valid or extemally-recogniZable identities in a net 
worked communication system. Typically, the objects are 
nodes (e.g., computers, servers, devices or virtualiZations 
thereof) in the network and externally valid identities include 
real, routable addresses (e.g., registered IPv4- or IPv6-type 
internet addresses). In some realiZations of the developed 
techniques, spread identity gateways (SIGs) or spread iden 
tity proxies (SIPs) are employed to transparently coordinate 
the dynamic binding of external identities with internal nodes 
in a private or stub network and to coordinate changes in those 
bindings. In general, a multiplicity of external identities may 
be dynamically bound to a given node using a spread-identity 
network address translation (SI-NAT) technique. Building on 
a capability to bind a given node to not just one, but rather to 
a multiplicity of identities, certain novel strategies have been 
developed. As a general proposition, identities may corre 
spond to individuals, objects, entities, transactions, etc. The 
techniques described herein may be deployed to deliberately 
spread the identities of hosts and then leverage the name/ 
identity-resolution step as a “token granting” process which, 
in turn, facilitates extremely fast anomaly detection, multi 
level multi-pronged robust defenses and offenses against dis 
tributed denial of service (DDOS) attacks, signi?cantly 
enhanced network traceback, while simultaneously and 
resolving the address scarcity and simplifying tagging/mark 
ing of ?ows and the control plane at large. The net result can 
be a substantial enhancement in security. 

In general, these spread identity techniques may be 
employed at one end or the other of a connection, or at both 
ends. In a typical double-ended con?guration, the communi 
cations architecture and associated techniques can provide 
“double-blindfolding,” wherein true identities (addresses) of 
communicating end-node peers are always hidden from each 
other. By pooling available external addresses, and then 
spreading node identity across multiple of the external 
(pooled) addresses and, in some cases, by allowing an SI 
NAT mechanism to overload multiple internal nodes on a 
given external address, some embodiments in accordance 
with the present invention can provide DDOS mitigation, 
edge-to-edge traceability with anonymity of the end-hosts 
and/ or address reuse. 

For purposes of illustration and completeness, double 
ended con?gurations are explained ?rst, although based on 
the description herein, persons of ordinary skill in the art will 
appreciate that invented techniques may also be employed in 
single-ended con?gurations. In some embodiments, a proxy 
providing SI-NAT functionality may be deployed at one end 
of a communication topology without corresponding SI-NAT 
functionality at the other end. Additionally, a ?rst proxy, 
server, gateway, etc. (or a combination thereof) that provides 
SI-NAT functionality may be employed in con?gurations 
where, if peer-end SI-NAT functionality does exist (e.g., in 
the form of another proxy, server, gateway, etc.), that peer-end 
SI-NAT functionality is not necessarily within the possession, 
custody or control of the organization or party that employs 
the ?rst proxy, server or gateway. In other words, spread 
identity mechanisms described herein operate even if one of 
the peer-ends of a communication is controlled by a hostile 
adversary. 

In embodiments con?gured for use in double-ended opera 
tion, dynamic binding may be employed at a ?ne level of 
granularity. For instance, in some embodiments in accor 

20 

25 

30 

35 

40 

45 

50 

55 

60 

65 

4 
dance with the present invention, individual packets associ 
ated with given connection may bear different apparent 
source addresses and/ or different apparent destination 
addresses. In embodiments con?gured for single-ended 
operation, binding may instead be provided on a per-connec 
tion basis. 

In some con?gurations, name resolution facilities (e.g., a 
DNS service, directory service or the like) can be augmented 
to spread identities and, depending on the implementation, 
may be integrated with functionality of respective spread 
identity gateways (SIGs). The SIGs implement a protocol and 
identity binding mechanisms described herein whereby nei 
ther the source nor destination node in a communication may 
know a true routable address of the other. Rather, source and 
destination nodes are each dynamically mapped to external 
identities selected from respective pools thereof and network 
address translations are performed at the gateways to delib 
erately present ?ctitious (virtual) addresses as the apparent 
address of a communicating peer. 
A given node may have a different dynamically mapped 

external identities for different connections, for different 
transmit windows, even for different units (e.g., packets) of a 
single connection or window thereof. As a result, at any a 
given time, a source or destination node may be mapped to 
multiple external identities and a given external identity may 
be mapped to multiple internal nodes. Spread-identity net 
work address translations (SI -NAT) are performed at network 
edges (e.g., at gateways or proxies) and can deployed in a 
manner that provides complete compatibility with existing 
internetworking infrastructure. Building on the dynamic 
binding methods described herein, techniques have been 
developed for dynamically expanding and shrinking the sets 
of external identities dynamically bound to a given node in 
order to facilitate intrusion detection and mitigation. 

In some exploitations, spread identity proxies (SIPs) are 
employed. As in the DNS-mediated spread identity gateway 
con?gurations, proxies manage respective pools of real 
routable addresses and maintain SI-NAT mappings, provide 
double-blindfolding whereby neither the source nor destina 
tion node in a communication may know a true routable 
address of the other. In the SIP con?gurations, conventional 
name resolution services can be employed and communica 
tions are employed for proxy-to-proxy negotiation and for 
communication of dynamically bound external identities and/ 
or sequences thereof. 

Finally, although double-ended con?gurations with peer 
gateways or proxies allow implementations to spread identity 
on a ?ne-grain, sub-connection-level basis, even single 
ended con?gurations (e.g., a SEP only at the destination end) 
can provide many of the traceback, address reuse and DDOS 
attack mitigation bene?ts of the double-ended con?gurations. 
Accordingly, these aspects will be understood with reference 
to the double-ended con?gurations. 

Likewise, spread identity mechanisms deployed only at the 
source end can also provide a substantial enhancement in 
security by thwarting IP-address based tracking (via cookies 
and/or other state information tokens), stealthy port scans and 
undesired rapid spread of malware (viruses/worms), and by 
mitigating unwanted ex?ltration of information. 

For concreteness, we describe implementations that are 
based on facilities, terminology and exploits typical of certain 
network protocols and/or services. For example, IPv4-type 
TCP/IP protocol conventions and services typical of current 
internet infrastructure (including e.g., conventional imple 
mentations of DNS and hypertext transfer protocol (HTTP) 
services) provide a useful context for description of the devel 
oped SI-NAT techniques. That said, the SI-NAT techniques 
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described herein are general to a Wide variety of networking 
architectures including those that may be hereafter developed 
or deployed. 

Consistent With the foregoing, FIG. 1 depicts an exemplary 
netWork in Which various techniques of the present invention 
may be employed or exploited. In particular, multiple inter 
connected netWork segments are illustrated in a matter con 
sistent With modern TCP/IP intemetWorking technology. 
Individual portions, e.g., corporate/ campus netWork 101, 
Wireless netWork 103, individual dial-up connected computer 
121 and information server enterprise 104 are interconnected 
With a global intemet, illustrated as netWorks 130, using 
appropriate intemetWorking devices, shoWn as gateWays 131, 
132, 133, 134 and 135. In general, any of the illustrated end 
nodes, e.g., servers 114 and 115, virtual machines 113 of 
virtualiZation system 112, computers 116,117,118, 119,121, 
125 and 126, or Wireless devices 123 and 124 may be dynami 
cally bound to real routable addresses allocated from man 
aged pools thereof using SI-NAT techniques such as 
described herein. In this regard, any of the illustrated gate 
Ways 131, 132, 133, 134 and 135, Will be understood to 
constitute a possible locus for spread-identity gateWay or 
proxy functionality described herein. 
When end-to-end communications are discussed herein, 

persons of skill in the art Will understand that as encompass 
ing communications from one end node (e.g., Wireless device 
123, server 115 or computer 116) to another (e.g., server 114, 
VM 113 or computer 125) traversing intermediate netWork 
segments and gateWays (Whether or not explicitly shoWn). In 
general, some or all of the illustrated gateWays (gateWays 131, 
132, 133, 134 and 135) may implement SI-NAT techniques as 
described herein. The illustration of FIG. 1 is meant to be 
inclusive; hoWever, embodiments in accordance With the 
present invention are not necessarily limited to devices, con 
nectivity and topologies illustrated. Instead, based on the 
description herein, persons of skill in the art Will appreciate 
applications of the present invention to similar and dissimilar 
netWorks and to netWorks hereafter developed. 

It should be noted that, although techniques are illustrated 
largely in the context of physical nodes and devices, distinc 
tions betWeen conventional hardWare and visualiZations 
thereof may not be meaningful. Indeed, given the Widespread 
deployment of virtualiZation technology in modern comput 
ing environments, the descriptions herein of servers, clients, 
gateWays, proxies and other nodes Will be understood to apply 
equally to physical devices and virtualiZations thereof sup 
ported on underlying hardWare. For example, virtualiZation 
system 112 is illustrative of server consolidation deployments 
of virtualiZation technology in Which servers are exposed as 
virtual machines (e.g., VM 113). Accordingly, the set of end 
nodes for Which one or more gateWays (e.g., gateWay 134, 
133 or both) spread external identities may include both vir 
tual nodes (e.g., VM 113) and conventional hardWare nodes 
(e.g., server 114). 

In vieW of the foregoing and Without limitation on the 
range of underlying implementations of spread-identity net 
Work address translation techniques that may be employed in 
any particular realiZation of the present invention, We 
describe our techniques primarily in the context of certain 
exemplary realiZations. Based on these exemplary realiZa 
tions, and on the claims that folloW, persons of ordinary skill 
in the art Will appreciate a broad range of suitable implemen 
tations and exploitations. 
Spread Identity Communications, Generally 

Spread identity is a metaconcept that is Widely applicable 
to a variety of information systems problems. Speci?cally, 
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6 
relative to certain intemet related embodiments of the present 
invention, spread identity techniques facilitate solutions that 
provide: 

Ultrafast detection of abnormal behavior; 
IP address reuse, thereby addressing IPv4 address scarcity 

challenges; 
NetWork attack traceback even in the case of single packet 

attacks 
Proactive traceback; 
Detection and mitigation of distributed denial of service 
(DDOS) attacks; 

Identity baiting to, in essence, herd the attackers into a 
portion of the name space; 

Simplifying the control plane (e. g., the routers, DNS serv 
ers and other entities/ services that control the IP packet 
routing and other vital functions of the Internet) through 
use of dynamically bound addresses as a “markers” or 
“tokens” for packet, connection or How; 

Enhancing overall security is enhanced by mitigating 
stealthy port scans, teardrop attacks, etc.; and 

Managing and/ or mitigating risks of ex?ltration of infor 
mation through SI-NAT based techniques for tagging, 
intercepting, isolating and/or misdirecting suspect 
?oWs. 

Exploitations of the present invention, including exploita 
tions that support information security strategies in accor 
dance With one or more of the foregoing, Will be understood 
in the context of various gateWay and/ or SI -proxy implemen 
tations and associated communications architectures that pro 
vide SI-NAT translations. 

In the proposed architecture, real routable addresses 
assigned to an organization/autonomous system are “pooled” 
together and typically not assigned to machines (or more 
generally, nodes) internal to the organiZation. Instances of 
such pools are henceforth referred to as identity pools or 
IDPs. Identities (i.e., real routable addresses) bound to inter 
nal nodes (that enable routing Within the internal netWork) are 
completely arbitrary, as the architecture cleanly separates the 
internal and external (real-routable) name spaces. Note that 
addresses from an IDP are dynamically bound to internal 
nodes for purposes of a connection or other non-persistent 
unit of communication, e. g., a transmit WindoW or packet. 
As a baseline, consider user1 logged on to his machine 

(example.cs.umbc.edu) Which is statically or dynamically 
assigned one of the University of Maryland’s real routable 
addresses. Say he Wants access content from the Web-site of 
the CISE directorate in National Science Foundation 
(WWW.cise.nsf.gov). As is conventional, Web server could be 
assigned a real-routable IP address 128.150.4108. NoW sup 
pose user2 sitting at a netWorking technology company in 
California Wants to access content from the Engineering 
Directorate at the same time as user1 is accessing 
WWW.cise.nsf.gov. The Engineering Directorate has its oWn 
Web server WWW.eng.nsf.gov (Which could be assigned the 
real routable address 128.150.4.21). 

In a netWorking scheme that implements some of the SI 
NAT techniques described herein, at least a subset of the 
addresses assigned to the NSF could be held in an identity 
pool (IDP) and dynamically assigned to connections. Accord 
ingly, in a SI-NAT implementation, if user1 from Maryland 
requests a connection to WWW.cise.nsf.gov, the apparent (real 
routable) address dynamically bound and returned in accor 
dance With an SI-NAT translation could be 129.150.1.1. If, at 
roughly the same time, user2 from California requests content 
from both WWW.eng.nsf.gov and WWW.cise.nsf.gov, the same 
real routable address 129.150.1.1 could, in accordance With 
another SI-NAT translation, be dynamically bound and 
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returned for the ?rst node (WWW.eng.nsf.gov), While a differ 
ent real routable address 129.150.1.2 could be dynamically 
bound and returned for the second node (WWW.eng.nsf.gov) 
WWW.cise.nsf.gov). Thus, the same node (i.e., WWW.cise. 
nsf.gov) can have multiple apparent addresses (i.e., 
129.150.1.1 and 12915012) at the same time, and the same 
single apparent (routable) IP address 129.150.1.1 can be 
simultaneously allocated to tWo real hosts (i.e., WWW.cise.ns 
f.gov and WWW.eng.nsf.gov). This mapping betWeen real 
identities of the destination nodes (i.e., WWW.cise.nsf.gov and 
WWW.eng.nsf. gov) and the apparent identities (i.e., the 
routable IP addresses) appears as a “many-to-many” mapping 
that adds to anonymity and security. 

Thus, the same real routable address (129.150.1.1) could 
be dynamically bound for respective communications des 
tined for tWo different physical nodes (i.e., user1’s access to 
WWW.cise.nsf.gov and user2’s access to WWW.eng.nsf.gov), 
While different real routable address (i.e., 129.150.1.1 and 
129. 150.1 .2) could be dynamically bound for respective com 
munications (albeit from differing sources) destined for the 
same physical node. The multiplexing described above can be 
implementedusing spread-identity (SI) adaptations of Widely 
employed netWork-address translation (NAT) techniques. In 
double-ended exploitations, source nodes (e.g., user1 ’s node 
in Maryland and user2’s node in California) can be similarly 
bound (dynamically) to real routable addresses of a respective 
identity pool. In such exploitations, SI-NAT techniques are 
employed at both ends of the communication. 
A signi?cant aspect of some exploitations of the SI-NAT 

mechanisms described herein is that they enable different 
packets Within the same connection to have different source 
and/ or destination addresses. In fact, late, dynamic binding 
can be applied at any level of granularity. For instance, indi 
vidual packets communicated in accordance With a connec 
tion could have a different source and/or destination address. 
Alternatively, the destination address could be changed after 
transmitting all the segments Within a TCP transmit WindoW. 
In any case, the SI-NAT framework described herein alloWs 
these dynamic binding decisions to be made (or at least effec 
tuated) on-the-?y, in a manner completely transparent to the 
peer-end hosts. The speci?c algorithms that are employed to 
dynamically bind addresses to connections, packets or other 
communication units can be adapted to achieve a variety of 
goals such as: 

Ef?cient, and potentially unlimited, address reuse; 
Network (i.e., IDP-to-IDP) traceback; 
Anomaly detection; and 
Mitigation of DDOS attacks. 
In general, double-ended embodiments of the SI-NAT 

architecture provide “double-blindfolding” Wherein the true 
internet addresses (identities) of communicating peers are 
alWays hidden from each other. The end systems talk to “vir 
tual” addresses as noW explained With respect to certain 
exemplary communications architectures. 
Exemplary Communications Architectures 

FIG. 2 depicts a communications architecture that includes 
spread-identity gateWays in accordance With some embodi 
ments of the present invention. In particular, FIG. 2 depicts 
end-to-end communications betWeen a node X- of a gateWay 
delimited netWork segment 211 and a node Yj of another 
gateWay delimited netWork segment 212. Spread-identity 
gateWays, SIG-X 231 and SIG-Y 234, establish and manage 
dynamic bindings of real, routable external addresses suitable 
for routing in netWork 130. In particular, SIG-X 23 1 manages 
a pool 232 of external identities (IPXl, IPX2 IPXn) for 
dynamic bindings relative to respective connections involv 
ing nodes X 1 . . .X,. Similarly, SIG-Y 234 manages a pool 233 
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8 
of external identities (IPYl, IPY2 . . . IPYm) for dynamic 
bindings relative to respective connections involving nodes 
Yl . . .Yt. 

In the illustration of FIG. 2, respective spread-identity 
gateWays, SIG-X 231 and SIG-Y 234 subsume perimeter 
routing (PR), ?reWall (FW) and domain name service (DNS) 
proxying and netWork address translation (NAT), although 
persons of skill in the are Will recogniZe that such function 
ality may be distributed amongst a variety of cooperative 
components, if desired. Relative to NAT functionality, tables 
235 and 23 6 encode operant translations betWeen internal and 
external source/destination pairs. Thus, in correspondence 
With a current dynamic binding of pooled identity IPX2 as the 
current external identity for internal node Xi relative to a 
connection (or as described elseWhere, even relative to an 
individual packet communicated in the course of that connec 
tion) With a node netWork segment 212, table 235 encodes 
relevant address translations. In particular, table 235 encodes 
a mapping that establishes that for a packet having Xi and E as 
respective source and destination identi?ers, SIG-X 231 may 
translate source and destination identi?ers to IPsource:IPX2 
and IPdestination:IPY1 for presentation and routing node 
Xi’s outbound in the external netWork 130. Table 235 also 
encodes a reciprocal mapping that establishes that for a 
packet having IPsourceIIPY1 and IPdestination:IPX2 as 
respective source and destination identi?ers, SIG-X 231 may 
translate source and destination identi?ers to E and X- for 
correctly routing the inbound traf?c destined for node X in 
internal (or stub) netWork 210. In other Words, table 235 
encodes the folloWing NAT translations: 
Qii, E)Q(IPXs, IPYd) (outbound/egress SI-NAT mapping) 
(E, Xi)e(IPYd, IPXs) (inbound/ingress SI-NAT mapping) 
betWeen namespaces of internal netWork 210 and external 
netWork 130. Similarly, table 236 encodes the folloWing NAT 
translations: 

betWeen namespaces of external netWork 130 and internal 
netWork 212. The only constraint the virtual addresses E must 
satisfy is that they be “outside” (i.e., not included in) the 
internal name space of autonomous system X. LikeWise, vir 
tual addresses A must not be in the internal name-space of Y. 
This can be easily achieved in many different Ways. The 
virtual addresses can also be pooled and reused arbitrarily as 
and When required. 

Although only those translations corresponding to current 
dynamic bindings for the single illustrated connection 
betWeen internal node X- of netWork 21 0 and internal node Y] 
of netWork 212 are illustrated in FIG. 2, as is implicit in the 
concept of spread identity netWork address translation, other 
translations (not speci?cally shoWn) for other connections (or 
packets) and corresponding dynamic bindings to other exter 
nal identities Will also be encoded in respective entries of 
tables 235 and 236. In general, tuples involving dynamically 
bound external addresses serve as identi?ers in the translation 
tables. Therefore, consistent With the SI-NAT paradigm, 
other connections involving internal node X- may be bound to 
other external addresses from identity pool 232 as long as the 
connections involve a different other end external address. 
Similarly, connections involving other internal nodes Xi . . . 

X, may be bound to the same external address (e. g., IPX2) as 
long as they involve a different other end external address. 
Thus, a single real routable address in the pool (say address 
IPXl) could be used to support an arbitrary number of incom 
ing connections (i.e., can be used as a destination address) as 
long as the source-addresses of the concurrent connections 
are distinct. In addition, the same IPXl can simultaneously 
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support (i.e., get used as a source address in) another arbitrary 
number of concurrent outbound connections as along as their 
destination addresses are mutually distinct. Note that “dis 
tinctness” requirement applies only within the set of concur 
rent source address and separately within the set of concur 
rent destinations. Arbitrary overlaps amongst source and 
destination address of the opposite peer end are permissible. 
We now turn to FIGS. 3A-3D to explain how spread-iden 

tity network address translations (SI-NATs) are created dur 
ing the course of connection. 

FIGS. 3A, 3B, 3C and 3D depict a progression of states 
illustrating dynamic DNS-mediated binding of an identity in 
accordance with some spread-identity network address trans 
lation (SI-NAT) techniques of the present invention. In par 
ticular, FIG. 3A depicts interactions within local network 210 
corresponding to an outbound connection request from node 
Xi destined for the resource corresponding to logical name 
www.y.org. 

Local node Xi transmits a name resolution request (391) 
which is received by a particular spread-identity resolver 
outbound (SIRO-X) 331.2. For example, by setting name 
resolver entries for entities within organization X to point to 
SIRO-X, DNS requests originating from within X can be 
directed to a dedicated server SIRO-X. Note that address 
mapping and SI-NAT handling components of SIG-X 231 
(see FIG. 2) are illustrated separately as SIRO-X 331.2 and 
SIG-X 331.1 for ease of description. Of course, in some 
implementations, functionality may be combined. 

Based on the node’s internal address/ identity Xi and target 
name “y.org,” SIRO-X 331.2 generates a virtual address E and 
another address IPX2 from identity pool 232 of real-routable 
addresses. A hash functions is one way to generate these 
addresses and, based on the description herein, persons of 
skill in the art will recogniZe other suitable index/mapping 
mechanisms that canbe employed. Optionally, SIRO-X could 
use additional parameters such as a date/timestamp or more 
elaborate “state” information in the mapping. IPXs:IPX2 is 
the address that is included in the “source address” ?eld in the 
DNS query. 
Assuming SIRO-X has internal address 6, it establishes 

NAT entries: 

(6, ADNSY)—>(IPX2, ADNSY) (outbound mapping) 
(ADNSY, 6)+(ADNSY, IPX2) (inbound mapping) 

where ADNSY is the real routable address of the spread 
identity resolver-intemal (SlRI-Y) 334.2. SIRI-Y 334.2 sub 
sumes functionality of the authoritative name server for orga 
niZationY. The outbound NAT entry ensures that the name 
resolution server atY (i.e., SIRI-Y) sees IPX2 which is the 
translated identity of the actual source X. The inbound NAT 
entry enables SIRO-X to receive the DNS response. 
SIRO-X sends the DNS query to the authoritative name 

server for domain Y. Given ever expanding memory capaci 
ties, it should be possible to locally cache a list of authorita 
tive name servers for frequently used and topologically local 
domains. If need be, SIRO-X can obtain the address of the 
root server via hierarchical/recursive queries. Note that SIRO 
server is “outside” (i.e., not included in) the external DNS 
hierarchy. In fact, SIRO-X augments existing DNS infra 
structure by maintaining the list of authoritative names serv 
ers (so that the load on real DNS is lighter). 
At this point, initial SI-NAT translations are incomplete 

pending resolution (and dynamic binding) of an opposing end 
address and table 235 encodes the following NAT transla 
tions: 

(6, ADNSY)Q(IPX2, ADNSY) (outbound) 
(ADNSY, 6)+(ADNSY, IPX2) (inbound) 
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In other words, real routable destination address IPYd is 
represented as a placeholder and the previously generated 
hash E and local address Xi have yet to be introduced into the 
left hand side of the mappings. Depending on the implemen 
tation, placeholders and the association hash E and local 
address X- may be encoded using facilities of NAT table 235 
or using some other store or mechanism. 

FIG. 3B depicts a corresponding set of interactions within 
local network 212. As before, an SI-DNS proxy that dynami 
cally reveals/ associates real routable addresses in response to 
inbound name resolution requests and an SI-NAT handling 
components, here SIG-Y 234 (recall FIG. 2) are illustrated 
separately as SIRI-Y 334.2 and SIG-Y 334.1 although they 
may be combined in some implementations, if desired. DNS 
resolution request (392) is received by IDNS-Y proxy 334.2, 
which resolves www.y.org to internal nodeYj for which a real, 
routable destination address IPYdIIPYl is dynamically 
revealed from identity pool 233. At this point, SI-NAT trans 
lations for the end-to-end connection between nodes Xi andYj 
are complete at the destination end (i.e., at organization Y) 
and table 236 is updated to encode the following NAT trans 
lations: 

Resolution (394) is of the DNS request, apparently from 
IPYdIIPYl is returned via network 130. 

FIG. 3C depicts corresponding interactions within local 
network 210 responsive to DNS resolution 394. When the 
DNS response reaches SIRO-X 331.2, it checks for error 
and/or any “throttle transmission” ?ags the destination server 
(SIRI-Y 334.2) may have set. Assuming none of these 
extraordinary situations arises, the SIRO-X extracts the des 
tination identity/handle/address and replaces the temporary 
NAT entries described above with NAT entries for the 
impending data exchange between X- and Yj. At this point, 
table 235 encodes the following NAT translations: 

(X, E) (IPXs, IPYd) 
(E, X.) (IPYd, IPXs) 

A result of the DNS resolution, mapped in accordance with 
the current SI-NAT state, is supplied (395) to node X- as 
apparent/blindfolding/virtual destination address E. 

Accordingly, as now illustrated in FIG. 3D, node Xi com 
municates with node Yj without any knowledge of node Yj’s 
actual address. Instead, from the perspective of node X, the 
connection is with some blindfolding/virtual address E. Simi 
larly, from the perspective of node Yj, its connection is with 
anotherblindfolding address A and nodeYj has no knowledge 
of node X.’ s actual address. Apparent real, routable addresses 
for communications over external network(s) 130 (e.g., the 
public internet) are IPXs and IPYd as currently and dynami 
cally bound to particular addresses of respective pools man 
aged by SIRI-X 331.1 and SIRI-Y 334.1, respectively. 
Dynamic bindings may change (as described herein); how 
ever, in any case, both ends of the connection are “blind 
folded” with respect to each other. 

So, what happens if the application at end node Xi caches 
recently resolved address E for destination “y.org” and a short 
time after the ?rst successful communication with “y.org,” it 
directly tries to communicate with that address E for a new 
connection? In this case, there is no explicit name-resolution 
query by the end-node Xi. Since there is no SI-NAT entry (the 
original SI-NAT entries got deleted after the ?rst connection 
ended), the connection request packet will token-mismatch at 
SIG-X. All such token mismatched requests are forwarded to 
SIRI-X and cause SIRI-X to acquire a dynamic destination 
address for “y.org.” 
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Does this mean extra DNS tra?ic? No! Actually, the SIRO 
servers are not part of external DNS hierarchy at all. Those 
servers augment existing DNS infrastructure. Note that When 
SIRO-X receives a token mismatched packet With (src,dst) 
equal to (Xvi), it need not send an explicit DNS query to the 
destination. Instead, it can send a special type of SYN packet 
that contains (i) IPXs, the translated identity of the source (ii) 
SIRO’s authentication credentials and (iii) optionally a chal 
lenge to the destination SIRI server. 
NoW the SIRI-Y veri?es the credentials, sends back a 

response including the dynamic address IPYd and creates the 
NAT entry (aka token) at SIG-Y. SIRI-X receives the response 
from SIRI-Y, veri?es it and then creates the NAT entries 
(tokens) at SIG-X and sends the response (NATed) to X. 
From here on the communication is as usual. 

FIG. 4 depicts a communications architecture that includes 
spread-identity proxies in accordance With some embodi 
ments of the present invention. The illustrated communica 
tions architecture operates in a manner analogous to that 
illustrated in FIG. 3D; hoWever, unlike the previously illus 
trated variant, name resolution is entirely conventional and is 
handled using existing facilities shoWn as DNS infrastructure 
451. In this variant, DNS requests and responses need not be 
harnessed to spread identity. 
Name resolution request 496 is proxied by spread-identity 

proxy SIP-X 431, Which in turn obtains a real-routable des 
tination address (e.g., IPY) for WWW.y.org, and passes on an 
apparent address E to node Xi. Node X]. then makes a connec 
tion request, again proxied by SIP-X 431 and dynamically 
bound to an apparent source address IPXs from identity pool 
432. As before, the SI-NAT mechanism maintains translation 
information pending destination. 
Node Xj’s connection request, proxied by SIP-X 431 and 

apparently from external address IPXs, is in turn received by 
opposing end spread-identity proxy SIP-Y 434. SIP-Y 434 
dynamically binds an apparent address IPYd from its identity 
pool 433 and negotiates With SIP-X 431 to communicate back 
the dynamically bound address IPYd (or perhaps a sequence 
of dynamic bindings to be used for subsequent packets or 
transmit WindoWs). Back communication can be handle in 
any of a variety of Ways including piggybacking on ACKs or 
using a specialized proxy-to-proxy sideband protocol. In 
response, SIP-X 431 receives the dynamically bound desti 
nation address (or sequence thereof) and establishes or 
updates a pair of SI-NAT translation entries in table 435 as 
folloWs: 

Oil, E)Q(IPXs, IPYd) 
(E, Xi)e(IPYd, IPXs) 
In any case, SIP-Y 434 passes the request (apparently from 

internal address A) on to node and establishes a pair of SI 
NAT translation entries in its table 436 accordingly: 

Node Y]. responds (to address A) and SIP-Y 434, in turn, 
passes the response to dynamically bound source address 
IPXs in accordance With the operative NAT mapping. 
As With the previously described DNS-integrated gateWay 

realizations, node Xi communicates With nodeYj Without any 
knoWledge of node Yj’s actual address. Instead, from the 
perspective of node X, the connection is With a local address 
E. Similarly, from the perspective of nodeYj, its connection is 
With a local address A and node Yj is Without any knoWledge 
of node X.’ s actual address. Apparent real, routable addresses 
for communications over external netWork(s) 130 (e.g., the 
public intemet) are IPXs and IPYd as currently and dynami 
cally bound to particular addresses of respective pools man 
aged by respective spread identity proxies. Dynamic bindings 
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may change (as described herein); hoWever, in any case, both 
ends of the connection are “blindfolded” With respect to each 
other. 

FIG. 5 depicts a portion of a communications architecture 
that employs a spread-identity proxy at a destination end of a 
connection in accordance With some embodiments of the 
present invention. The illustrated communications architec 
ture operates in a manner someWhat analogous to that illus 
trated above With reference to FIGS. 3D and 4; hoWever, 
unlike the previously illustrated variants, no source-side 
spread-identity NAT functionality is presumed. Indeed, FIG. 
5 illustrates at least one SI-NAT con?guration in Which a 
unilateral single deployment of a spread-identity proxy 
affords most of the bene?ts of the more complete con?gura 
tions described above. 

Incoming protocol tra?ic 592 (e.g., an HTTP request) is 
received at spread-identity proxy SIP-Y 534, Which in turn 
dynamically binds an apparent destination address 
IPYdIIPYl from its identity pool 533 and correspondingly 
updates SI-NAT translation entries in table 536 as folloWs: 

Then, to communicate back the dynamically bound address 
IPYd, SIP-Y 534 employs a protocol redirect response that 
causes the source of protocol tra?ic 592 to, instead, represent 
(594) its request to apparent destination IPYd. SIP-Y 534 
passes the noW redirected request (apparently from internal 
addressA) on to nodeYj. NodeYj responds (to address A) and 
SIP-Y 534, in turn, passes the response to dynamically bound 
source address IPXs in accordance With the operative NAT 
mapping. 
As With the previously described realizations, a source 

node communicates With node Y]. Without any knoWledge of 
node Yj’s actual address. From the perspective of node its 
connection is With a local address A and node Y]. is Without 
any knoWledge of the source node’s actual address. Apparent 
real, routable addresses for communications over external 
netWork(s) 130 (e.g., the public internet) are IPYd as cur 
rently and dynamically bound to a particular address of iden 
tity pool 533 and IPXs. Dynamic bindings of IPYd may 
change (though typically on a connection by connection 
basis); hoWever, in any case, end nodes are “blindfolded” With 
respect to each other. 
Usage Examples 

Using spread-identity techniques such as described above, 
a number of useful results can be achieved including reduc 
tion/ elimination of address scarcity problems, quality of ser 
vice (QoS) support, fast anomaly detection, distributed denial 
of service (DDOS) defense, simpli?ed netWork traceback, 
end node privacy and overall improvements in security. We 
brie?y summarize each, noting that any given embodiment of 
the present invention need not achieve all such results or even 
achieve any speci?c results in exactly the Way summarized. 
Rather, persons of skill in the art Will, based on the description 
herein, appreciate a Wide range of embodiments consistent 
With the claims that folloW. 
Address Scarcity/QoS 

In general, the techniques described above can be used to 
eliminate (or at least reduce) address scarcity problems and, 
provide a mechanism for managing QoS commitments. To 
illustrate (generally With respect to embodiments illustrated 
in FIGS. 2-5, assume that destination Y returns the real 
routable address, say 1.2.3.4, in response to the query from 
node Xj. It could return the same address 1.2.3.4 in response 
to another query from another source Z (not speci?cally 
shoWn). In this case, the SI-NAT mechanism distinguishes 
inbound connections based on source-addresses. It is clear 



US 8,606,898 B1 
13 

that one single real routable address could support any num 
ber of simultaneous inbound connections as long as the 
source addresses are distinct. To see the full extent of the 

?exibility, note that the same address 1.2.3.4 could be used as 
the source address in any number of outgoing connections 
(outbound from Y) as long as the destination addresses are 
distinct. 

In the most abstract sense, if the gateWay node is such that 
disconnecting that node splits the original netWork graph into 
disjoint graph then NATing in conjunction With dynamic 
address assignment makes an unlimited reuse of address fea 
sible. For example, the same addresses used in the United 
States could be assigned in say Europe and Asia (With proper 
NATing at the perimeter). In this case, hoW does a packet 
originating in the United States knoW Whether it is to be 
delivered to the 1.2.3.4 address dynamically bound in the 
United States or the 1.2.3.4 address dynamically bound in 
Europe or in Asia? The ansWer is straightforward: if the 
destination is in Europe, the blindfolding/virtual address 
returned is say E E and for Asia, the virtual address returned is 
say E A. As long as these virtual addresses are outside the name 
space used in the United States, the routers in the United 
States keep forwarding them toWard the perimeter router 
Which has the appropriate NAT entry. 
An interesting point is that noW the addresses start to look 

like the frequencies used in a CDMA netWork, the same 
frequencies can be re-used in non-adj acent cells. By control 
ling the number of address allocated/deployed, addresses 
could be used as “bandWidth tokens/quotas.” Table siZes in 
core routers Will be smaller, the ability to dynamically NAT 
the addresses at each level (if needed) implies that the address 
space siZe is small Which in turn implies that routers don’t 
need to store too many destinations. In general, indirection, 
together With address pooling and spreading of identities can 
be leveraged toWard Quality of Service. 
Fast Anomaly Detection at the Source End 

In general, even in deployments Where SI mechanisms are 
provided simply Within a subnetWork, signi?cant bene?ts can 
accrue. Note that “blindfolding” addresses 4 can be leveraged 
to trace the spread of viruses and/or groups of infected 
machines. For instance, a common scenario is Where one 
node gets infected (say via social-engineering, i.e., by induc 
ing the user to click on something). Once that node is “com 
mandeered,” the attackers typically look for other victim 
nodes in the same local netWork. Assume that the attacker has 
setup a “command post” at some chat site and the victims get 
their “orders” by periodically logging onto that chat-server. 
Even though the real routable address of the chat server may 
be constant, each individual node sees a different apparent 
address E for the chat server. In fact, that E is dynamic so that 
depending on the time of day, even the same node re-request 
ing the address might be given a different virtual address. If 
this fact is not recogniZed and one “local leader of infected 
nodes” instructs other bot nodes (victim nodes) to use the chat 
server address directly, it is a giveaWay. In fact, this behavior 
facilitates a precise traceback of the node that passed on the 
address of the command ship (aka, the chat server) to Which 
other nodes (because the blindfolding address are functions 
of the identities of the requesting nodes and optionally time). 

The very fact that there is no communication Without NAT 
entries implies that unWanted communications such as IP 
address based pings to ?nd out if there is a victim node alive 
at that address (i.e., hunt for potentially vulnerable victim 
nodes), are completely gone. So, unless the attackers knoW 
the “Names” of the machines they cannot simply sniff for 
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potentially vulnerable nodes. LikeWise “port knocking” and 
other direct IP address based unWanted communications are 
thWarted. 

IP addresses are Widely used in cookies, Which act as “state 
information tokens.” By dynamically changing addresses, 
much of the current generation of malicious state tracking 
malWare can be rendered useless. Indeed, based on the 
description herein, persons of ordinary skill in the art Will 
recogniZe that, by virtualiZing a feW otherparameters (such as 
processor serial numbers, MAC ids and Whatever else consti 
tutes a “hardWare identi?er”), unWanted tracking can be 
impeded. 
The internal “name” assigned to a machine can be delib 

erately made distinct from the externally recogniZable name. 
The hostname (assigned at boot time) can be made distinct 
from either of the above identi?ers. NoW even if malWare tries 
to extract local hostname for future use, it is useless. Simi 
larly, the above-described techniques can be leveraged to 
mitigate unWanted ex?ltration of information. 

In essence, the techniques described herein can be 
employed to deliberately render the blindfolding addresses 
dynamic (i.e., to “spread” them). The technique is particu 
larly attractive because they spread identity addresses are 
temporary, ?ctitious address that are set up by the SIRO agent 
and can be any address outside the name-space of the source 
organization. The ?ctitious address are then leveraged for 
enhancing traceback, thWarted unWanted communications, 
and more generally, improving overall security. 
Fast Anomaly Detection at the Destination End 

In addition, the techniques described above can be used to 
facilitate fast anomaly detection via IP-level token matching. 
After each resolution request is processed, the pair 

(IPXs, IPYd):(query-source-address, resolved-address) 
gets added to the SI-NAT mapping table at the destination 
SI-gateWay (SIG-Y). It can be effectively used as a “token” as 
illustrated in the folloWing example. 
Normal Client Behavior 

Step 1: 
Node Xi sends a name-resolution request (source 

addressIIPXs). In response, it gets an address IPYd (one of 
the may that SIG-Y may dynamically reveal). The result is a 
2-tuple or “token” (IPXs, IPYd). 

Step 2: 
Node Xi sends a data/ connection request to address EPYd 

(or internal address E in double-ended con?gurations) and 
communication proceeds normally in accordance With the 
application layer protocols. 
Abnormal Client Behavior Rendered Detectable by Token 
Matching 

For a casual query, e.g., only a name resolution request, 
With no data/connection requests, detection can be achieved 
by expiring tokens that are not used in a temporally proximate 
connection request. For an unsolicited query, e.g., a data/ 
connection request Which is not preceded by a name resolu 
tion (or other SI-NAT translation creating) query, the source 
address Will not appear in an SI-NAT entry. Similarly, if a 
source for Which an SI-NAT translation exists sends a query 

(data/connection request) to another address, say IPYk, the 
destination address mismatch can be ?agged as anomalous 
behavior. 
Once an anomaly is identi?ed, further action can be taken 

depending on the state of node Yj. For example, it could 
re-direct a request to a challenge server in order to give 
genuine clients a chance to redeem themselves. Alternatively, 
or at least under heavy load conditions, SIG-Y gateWay could 
simply ?lter off anomalous packets. 
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Distributed Denial of Service (DDOS) Defense 

Several Robust DDOS Defense (DOSD) mechanisms are 
supported using techniques described above. For example, 

(DOSD-l) Rate-limit the number of DNS responses 

(DOSD-2) If a ?urry of DNS queries indicates a DDOS 
attack then redirect data requests to a challenge-re 
sponse server to screen for humans in the loop (that 
should identify automated scripts thereby revealing the 
source as a “bot”) 

(DOSD-3) If the bots don’t care to make a DNS query their 
traf?c Will token mismatch (no Sl-NAT entry) and can be 
?ltered off. It never reaches the destination machine so 
resource consumption attacks like TCP-SYN ?oods and 
CGI ?oods are neutraliZed. 

(DOSD-4) As a last gasp the attackers try to clog the 
bandWidth. This is Where the victim instructs the next 
hop router to set routes to some of its oWn addresses to 
NULL (temporarily “quench” address or “shrink” iden 
tity). For example, suppose all name resolution queries 
for y.org from source nodes in the US are shoWn IP 
addresses in set SI (Which is a subset of the entire pool of 
addresses assigned to Y). LikeWise all name resolution 
requests from nodes in say China get doled out the DP 
address from set S2 and sources from BraZil see 
addresses in S3. NoW if under DDOS attack, then Y 
could selectively turn off all traf?c ?oWs say from BraZil 
by instructing the adjacent upstream router to tempo 
rarily set the route to S3 to NULL. The route(s) can be 
restored after the attack subsides. Note that in a DDOS 
attack, sources are distributed so ?ltering on source 

address is di?icult or impossible. HoWever, using the 
techniques described herein destination can temporarily 
quench its oWn address (i.e., shrink its identity) in a Way 
that affects the desired set of source addresses. 

(DOSD-5) Attacks against a DNS server itself are symmet 
ric (same amount of data in query/response) and are easy 
to defend since the DNS server itself sits behind the 
SIG-Y ?reWall. Multiple DNS server entries are alloWed 
in the current DNS speci?cation. So organiZationY can 
reserve a subset of addresses speci?cally to spread the 
identity of the DNS server itself (so that in case of a 
query ?ood, it can quench addresses). 

Fundamentally, Sl-NAT based control over the address 
revealing process opens up many possibilities such as: 

Return a bot it’s oWn address (so the future attack tra?ic 
never leaves the attack bot node). 

A perhaps more radical response is to take the ?ght back to 
the attackers. For example, one could return the bot each 
other’s addresses, so they clobber each other. 

Send bots to honeypot traps (Which can be a value added 
service provided by the lSPs) that keep the bots con 
nected but idling With the minimum amount of data 
trickle needed to keep the TCP connection alive. The 
TCP stacks on the honeypots could be speci?cally tai 
lored to keep the peer connected but idling by using 
various mechanisms built into TCP (for example fre 
quently advertising 0 WindoW siZe to send the peer into 
long backoffs). 

Note that if Sl mechanisms are deployed at both ends then 
?oWs can be quenched right at the source. Then rate limiting 
the DNS responses Will ensure that the server never gets more 
connection requests than its capacity. The IP address returned 
by the Spread Identity Server at destination Y could itself 
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serve as a “throttle” signal to the Spread Identity server at the 
source end. For example, using the folloWing returned 
address coding: 

if (returned addressIIIPXs) 
deny Xi /* Host speci?c throttle */ 
(returned address:: ’s netWork-class address) 
deny Xi . . .X, /* Throttle all hosts */ 

Of course any suitable coding scheme or protocol for nego 
tiation/communication betWeen SIG-X and SIG-Y may be 
employed. 
NetWork Traceback 

Traceback is the process of identifying the chain from 
victim-host to origin host given a single packet or a set of 
packets that have arrived at the victim node in the recent past. 
In general, While a Wide variety of traceback techniques are 
knoWn in the art, “good” traceback techniques tend to recog 
niZe that (i) end hosts cannot be relied upon for logging/ 
auditing; rather, netWork entities must do mo st of the logging; 
(ii) content analysis is not typically useful as it can be easily 
defeated by padding, encryption, cha?ing and other mecha 
nisms; and (iii) as far as possible, routers should be left alone. 
The spread-identity techniques described herein can facili 

tate traceback in Ways that generally satisfy each of these 
goals. Note that the spread-identity gateWays (e.g., SIG-X, 
SIG-Y) can simply log the NAT entries that correspond to SI 
dynamic bindings. These logs capture a complete history of 
Who Wanted to talk to Whom at What time. Advantages of this 
Sl-based traceback scheme include the folloWing: 

Ef?ciency: The amount of information that is logged per 
communication can be extremely small. For example, 
only the three-tuple (src, dst, timestamp). 

Accuracy: It is as accurate as other methods: note that other 
more expensive methods such as hashing packet con 
tents cannot provide anything more than connection his 
tory if the adversary uses obfuscation techniques such as 
encryption, chaf?ng, delaying etc., from hop-to-hop. 

Scalablity: Only source and destination gateWays (e.g., 
SIG-X, SIG-Y) do the logging. Intermediate routers 
don’t need to do anything. 

Redundant: The logging is inherently redundant and harder 
to subvert. There are tWo entries that should match: one 
at the source-side SI gateWay and another on the desti 
nation side gateWay (like “double-entry book keeping”). 
Accordingly, Sl-NAT based logging can be quite reli 
able as it does not depend on untrasted end hosts and it 
not dependent on a single entity. 

Robustness: If a malicious gateWay corrupts Sl-logs the 
logs at the “other end” can detect this corruption. As a 
result, comparison of logs is a Way to detect misbehav 
ing gateWays. 

Note that even if the Sl-NAT mechanisms are deployed 
only at the destination end, e,g., as described above and 
illustrated With reference to FIG. 5, or if source Sl-NAT is 
deployed but is for some reason untrusted or compromised, 
traceback using SI translation logs still enables substantially 
better traceback than that feasible With most conventional 
techniques for the folloWing reasons: 

The identity of the last hop bot is necessarily revealed 
because an attacker must have the ability to receive the 
address returned by the DNS query (or other SI binding 
mechanism).As a result, an attacker must expose at least 
one Zombie/stepping-stone ho st per attack. Contrast this 
With the situation today in Which the source address in 
the single attack packet can be spoofed and then the 
destination has no Way of telling Where the packet actu 
ally came from. 
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Proactive strategies are facilitated. For example, suppose 
the a government computer system Were under attack 
and that authorities suspect that the attack is originating 
from the United States, but that spoofed addresses are 
from central Europe. In response to a potentially suspi 
cious query, the authorities could return a dynamically 
bound address in a geographically distinct location, say 
Australia and employ tra?ic monitoring devices to 
monitor relevant traf?c bound for Australia. If the spe 
ci?c address in Australia Was doled out very recently 
using SI mechanisms described herein (e.g., in response 
to a DNS query), there should be no reason for anyone 
else to use that address. 

These and other traceback techniques are facilitated using 
spread-identity techniques. 
End-Node Privacy 
As explained above, end systems do not knoW the IP level 

identity of their end peer. Furthermore, by making the bind 
ings for outgoing SI-NAT a pseudorandom function of day/ 
time (or some other attribute), the same client Will assume 
different apparent IP addresses. So IP based insertion and 
tracking of unWanted cookies (and other surreptitious state 
maintenance activity) may be substantially reduced. Like 
Wise, automated communications to unWanted entities (e.g, 
spyWare, etc.) can also be thWarted. 
Security Improvements, Generally 

Finally, as suggested throughout this description, overall 
security can be improved using spread-identity mechanisms. 

Simpler control plane: because of many reasons including 
Dynamic control of destination addresses alloWs the des 

tination IP address itself to be leveraged as a “tag” to 
mark ?ows. For instance, some addresses from an 
address-pool could be set aside to be used only to tag 
“suspect ?oWs”. 

Since all hosts (even at geographically different sites) 
Within an organization are addressable by the same (or a 
very feW) addresses, from the external World, it should 
help route agglomeration and reduce the routing table 
siZes in the core routers. 

Collaboration betWeen only the source (src) and destina 
tion (dst) SI gateWays is su?icient to process unWanted 
traf?c. Therefore, the need for non-local techniques that 
involve other routers Will be substantially reduced. 

SI mechanisms enable identity baiting Whereby attackers 
can be made to folloW a trail of identities to herd them 
into a comer of the name space Where they can be 
trapped by special honeypots. The honeypots (or other 
similar targets) can employ special TCP stacks designed 
to function as countermeasures. For example, some spe 
cially designed stacks might not let the attacker discon 
nect, instead keeping the attacker connected but sloWing 
the connection doWn to the bare minimal trickle needed 
to keep the connection alive. The attacker might merrily 
think that the server has been brought to its knees. 

By ensuring that no access or egress past SI-gateWay is 
possible Without a SI-NAT token (i.e., SI-NAT mapping 
entry), some embodiments provide a mechanism to 
ensure that most unWanted tra?ic can be ?ltered and 
traced. For example, stealthy port-scans and other vul 
nerability probes that typically use IP address directly 
can be eliminated. 

Compromise of end hosts is noW a lot less effective/useful. 
Adversary must compromise an SI-gateWay Which is 
harder (gateWays are likely to be monitored and are less 

accessible). 
In summary, simple elegant information security architec 

ture for security has been described Which seamlessly and 
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synergistically integrates principles of “Spreading-Identity” 
and “Indirection”. In the context of the Internet, the identity of 
a host is its IP address. Accordingly, mechanisms detailed 
herein deliberately and dynamically spread the identity of a 
host so that the address/identity-resolution step can be lever 
aged as an implicit “token-granting” process. The resulting 
architecture enables IP addresses themselves to be used as 
“tags/markers” as Well as dynamic access control/authentica 
tion tokens thereby signi?cantly improving overall security 
(including extremely fast identi?cation of malicious behav 
ior, robust DDOS defense and offense capabilities, enhanced 
traceback and many other bene?ts). 

Other Embodiments 

While the invention(s) is (are) described With reference to 
various implementations and exploitations, it Will be under 
stood that these embodiments are illustrative and that the 
scope of the invention(s) is not limited to them. In general, 
con?gurations described herein may be implemented using 
netWorking facilities consistent With any communication 
media, standards or protocols hereafter de?ned. In addition, 
While our description of spread identity techniques has gen 
erally assumed double-end con?gurations, persons of ordi 
nary skill in the art Will recogniZe that the techniques 
described may be used in conjunction With only a single 
proxy or gateWay. Spread identity systems in accordance With 
the present invention, Whether implemented as gateWays, 
routers, ?reWalls or proxies, or as embodiments that tend to 
blur distinctions betWeen such implementations, are all envi 
sioned. 

Interestingly, the SI mechanisms described herein can be 
deployed partially and incrementally. Indeed, deployments at 
one site, or by one organiZation, do not necessarily require 
complementary deployments at each destination. Note that 
the existing DNS query syntax is untouched. Even When 
adopting SI techniques Within an organiZation, that organiZa 
tion may choose to deploy SI mechanisms for outbound traf 
?c only (e.g., deploying functionality describe herein With 
reference to SIRI-X and SIG-X) or for inbound tra?ic only 
(e.g., SIRO-Y and SIG-Y functionality) or both. 
Many variations, modi?cations, additions, and improve 

ments are possible. For example, While particular exploits and 
threat scenarios as Well as particular security responses 
thereto have been described in detail herein, applications to 
other threats and other security responses Will also be appre 
ciated by persons of ordinary skill in the art. Furthermore, 
While techniques and mechanisms have been described using 
particular netWork con?gurations, services and protocols as a 
descriptive frameWork, persons of ordinary skill in the art Will 
recogniZe that it is straightforWard to modify such implemen 
tations for use in systems that support other netWork con?gu 
rations, services and protocols. 

Plural instances may be provided for components, opera 
tions or structures described herein as a single instance. 
Finally, boundaries betWeen various components, operations 
and data stores are someWhat arbitrary, and particular opera 
tions are illustrated in the context of speci?c illustrative con 
?gurations. Other allocations of functionality are envisioned 
and may fall Within the scope of the invention(s). In general, 
structures and functionality presented as separate compo 
nents in the exemplary con?gurations may be implemented as 
a combined structure or component. Similarly, structures and 
functionality presented as a single component may be imple 
mented as separate components. These and other variations, 
modi?cations, additions, and improvements may fall Within 
the scope of the invention(s). 



US 8,606,898 B1 
19 

What is claimed is: 
1. A system for communicating information, the system 

comprising: 
a ?rst gateway de?ning a boundary between an external 

network and an internal network, the ?rst gateway pro 
cessing outbound tra?ic originating in the internal net 
work at a source end; 

a ?rst pool of real externally routable addresses for 
dynamic binding to one or more packets or connections 
of a node or a host in the internal network, 

the ?rst gateway maintaining a table of network address 
translations corresponding with both dynamic bindings 
at the ?rst gateway and with dynamic bindings at a 
second gateway remote from the ?rst gateway, wherein 
at least some of the network address translations spread 
the identity of at least one particular node or host in the 
internal network across a plurality of the addresses of the 
?rst pool thereby mapping the real identity of the one 
particular node or host to many addresses in the ?rst pool 
(one-to-many); and 

the ?rst gateway simultaneously assigning at least one 
address in the ?rst pool to an outbound packet or con 
nection from at least two distinct internal nodes or hosts, 
thereby mapping the real identities of two distinct inter 
nal nodes or hosts to one of the addresses in the ?rst pool 
(many-to-one); 

thereby further assigning a plurality of real routable net 
work addresses from the pool to a plurality of the nodes 
or hosts (many-to-many), and wherein the many-to 
many mappings are dynamic. 

2. The system of claim 1, 
wherein the dynamic bindings at the ?rst gateway include 

apparent source address bindings relative to the network 
address translations, and wherein the dynamic bindings 
at the second gateway include apparent destination 
address bindings relative to the network address trans 
lations; or 

wherein the dynamic bindings at the ?rst gateway include 
apparent destination address bindings relative to the net 
work address translations, and wherein the dynamic 
bindings at the second gateway include apparent source 
address bindings relative to the network address trans 
lations. 

3. The system of claim 2, wherein the apparent destination 
addresses bindings are revealed to a requesting source by the 
?rst gateway and depend at least on one of an identity of the 
requesting source, a destination name that is being resolved 
and the resulting destination address, and a date or time. 

4. The system of claim 2, wherein the apparent destination 
addresses bindings or the apparent source address bindings 
are used as egress or ingress tokens to selectively allow or 
disallow egress or ingress of the one or more packets. 

5. The system of claim 2, further comprising one or more 
logs of apparent destination address bindings adapted to be 
revealed to requesting sources, and optionally wherein the 
one or more logs are used for traceback or are archived for 

forensic analysis. 
6. The system of claim 2, wherein the apparent destination 

addresses are used to at least identify anomalous behaviors 
associable with bot-nets or malware. 

7. The system of claim 2, further comprising: 
an authoritative name resolution service operable at the 

destination server, 
wherein the second gateway is coupled to communicate at 

least one operant dynamic binding back toward a respec 
tive requester in connection with a name resolution 
response. 

20 

25 

30 

35 

40 

45 

50 

55 

60 

65 

20 
8. The system of claim 2, wherein the ?rst and second 

gateways authenticate each other, and wherein the ?rst gate 
way sends to the second gateway a name resolution request 
and optionally, a dynamic binding address to be used for the 
destination and the second gateway accepts or sends its own 
binding with a name resolution response. 

9. The system of claim 1, 
wherein the ?rst gateway selectively quenches at least one 

of the dynamic bindings at the ?rst gateway to mitigate 
a security threat associated with the corresponding con 
nections between the internal network and the external 
network, or uses at least one of the addresses or compo 

nents in the dynamic bindings at the ?rst gateway to 
redirect or mark or copy packets sent by one or more 

nodes; or 
wherein the second gateway selectively quenches at least 

one of the dynamic bindings at the second gateway to 
mitigate a security threat associated with the corre 
sponding connections between the internal network and 
the external network, oruses at least one of the addresses 
or components in the dynamic bindings at the second 
gateway to redirect or mark or copy packets sent by one 
or more nodes; or 

wherein both the ?rst and the second gateways selectively 
quench at least one of the dynamic bindings at their 
respective gateways to mitigate a security threat associ 
ated with the corresponding connections between the 
internal network and the external network or, both the 
?rst and the second gateways use at least one of the 
addresses or components in their respective dynamic 
bindings to redirect or mark or copy packets sent by one 
or more nodes. 

10. The system of claim 1, wherein the second gateway 
dynamically expands or shrinks a set of the real routable 
addresses dynamically bound to a resource of the internal 
network to facilitate traceback to a source of anonymous or 
unwanted packets. 

11. The system of claim 1, wherein the ?rst gateway is 
con?gured to proxy at least some outbound communications. 

12. A method of spreading an identity of each of one or 
more internal nodes across multiple pooled externally 
routable addresses for mapping many-to-many identities of 
the one or more internal nodes to network addresses, the 
method comprising: 

at a ?rst gateway, receiving an outbound request and in 
accordance with a dynamic binding of an internal source 
thereof with a particular external address selected from a 
pool thereof, directing the request to a destination using 
the selected dynamically bound external address as an 
apparent source address of the request; 

at the ?rst gateway, receiving an inbound communication 
corresponding to the outbound request, the inbound 
communication conveying a name resolution response 
and one or more results of a corresponding dynamic 
binding at a second gateway corresponding to the desti 
nation, of an apparent destination address; and 

storing network address translations for subsequent use at 
the ?rst gateway, the stored network address translations 
binding the internal source to the communications to and 
from the apparent destination and source addresses, 

wherein the ?rst gateway dynamically assigns a plurality of 
the network addresses to a plurality of the apparent 
destination and source addresses (many-to-many). 

13. The method of claim 12, wherein the inbound commu 
nication includes a response from a Domain name resolver for 
the destination domain. 






