CMSC611: Advanced Computer Architecture
Extra Credit Homework 2

Intel Nehalem is the architecture of the Intel Core 17, which was first released in November 2008.
It consists of 2, 4, or 8 cores, each with a 64 KB of L1 cache per core (32 KB L1 instruction
cache and 32 KB L1 data cache, both with 256-bit cache blocks), a unified 256 KB L2 cache per
core, and a shared 8MB 16-way associative L3 cache with 64-byte blocks. The 4-way associative
L1 instruction cache latency is 3 cycles, while the 8-way associative L1 data cache latency is 4
cycles. The L2 cache access time is 10 cycles, and L3 is 40 cycles. The specs for my Core i7
laptop are 1600 MHZ DDR3 memory (with a 13.75 ns access time), and a processor clock rate of
2.6 GHz.

Here is a diagram of one core and the shared “Uncore” resources:
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GT/s: gigatransfers per second



a)

b)

Consider a memory read for 32-bit address 0x5F852B24 that is in memory, but has not been
previously visited by this core and is not in any cache. Give the address and size of every
read issued to any cache or memory, including multiple reads if necessary to fill a block; and
the tag, index, and offset checked at each level of cache.

For a particular program, the L1 data cache miss rate is 0.7%, the L2 miss rate is 4%, and the
L3 miss rate is 12%. What is the average data memory access time in cycles? What is the
actual access time for the access in part (a)?

Intel Core architecture introduced a logic unit called the Loop Stream Detector (LSD), which
basically is a small instruction cache. The point of LSD was to detect when the CPU was
executing a loop in software, stop predicting branches (and potentially incorrectly predicting
the last branch of the loop) and simply stream instructions out of the detector. It is located
between the fetch and decode unit in Core architecture. However, in Nehalem architecture,
LSD has been moved to after the decode unit. What kind of code would benefit from LSD in
a Core-based CPU and why is that? How does the location change of LSD affect the
performance of the Nehalem-based CPU comparing to the Core-based CPU?



