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Abstract

Physically Unclonable Functions (PUFs) are mainly used for generating unique keys to identify electronic devices. These
entities mainly benefit from the process variations occurring during the device manufacturing. To be able to use PUFs
to identify electronic devices or to utilize them in cryptographic applications, the reliability of PUFs needs to be assured
under a wide variety of environmental conditions and aging mechanisms, including the switching activity of the PUFs’
internal signals. In practice, it is important to evaluate aging effects as early as possible, preferentially at design time. In this
paper, we evaluate the impact of aging on two types of delay-PUFs (arbiter-PUFs and loop-PUFs) with different switching
activities. This work takes advantage of both simulation tool and silicon tests on a 65nm ASIC implementation. To expedite
the simulation process and get rid of conducting simulations of multiple delay-element PUFs, we propose an extrapolation
method to evaluate the effect of BTI (Bias Temperature-Instability) and HCI (Hot Carrier Injection) aging under different
switching activities on PUFs with multiple delay elements using the aging effects on single delay-element PUFs. The results
show that switching activity (expressed in terms of transitions/time) has a limited impact on delay chains of considered
delay-PUFs, while it has a greater impact on the arbiter (RS latch) of the arbiter-PUF. The simulation results show that the
aging-related Bit Error Rate in an arbiter-PUF with high switching activity can be 11 times worse than the Bit Error Rate in

the same PUF when there is no activity in 20 months.

Keywords Hardware security - Physically Unclonable Functions (PUFs) - Delay-PUFs - Device aging - Reliability

1 Introduction

With the increasing concern about the security of integrated
circuits, Physically Unclonable Functions (PUFs) are broadly
deployed to provide a unique signature for each integrated
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circuit. A PUF signature can be used for device authenti-
cation, or for generating secret keys and random variables
in cryptographic devices. Indeed, using PUFs avoids stor-
ing secret keys in digital memory, thereby enhances the
security of the systems in which they are deployed. Due to
their small size and their high resiliency against physical
attacks, PUFs are well suited for low-cost devices such as
radio-frequency identifiers (RFIDs) or smart cards [5].

PUFs generate secret keys by exploiting the inherent
physical variations of devices during the manufacturing
process and thereby each PUF generates a unique signature
extracted based on physical characteristics of its elements.
The unique behavior after fabrication stems from a static
randomness due to technological dispersion, a well known
source of mismatch in electronic circuits that follows a
normal distribution [34].

To cope with the measurements’ noise and increase the
reliability of PUFs, the signal-to-noise ratio (SNR) should
increase, which in turn needs a power down between mea-
surements. This solution may not be practical for SRAM-
PUFs which rely on the value that each SRAM memory
bit gets during the power boot up [12]. Indeed, in these cases
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measurements cannot be repeated, and alternatively error
correcting codes are used to compensate the noisy envi-
ronment. In contrast, SNR can improve easily (by a factor
of n) in so-called delay-PUFs [30] where n elements are
chained, and the total delay of the chain is measured. In
this paper, we focus on two different types of delay-PUFs:
arbiter-PUFs [9] and loop-PUFs [5].

Delay-PUFs suffer from the drawback that they are
only able to deliver one bit per measurement. Therefore,
building a 128 bit key requires (at least) 128 measurements.
In practice, more measurements are needed if some are
repeated for the sake of enhancing the SNR through
averaging/voting. In fact, due to the extensive number of
queries in delay-PUFs, they encounter an innate problem
of unsteadiness stemming from noise and thermal effect,
i.e., hundreds or thousands of required successive queries
locally heat up the silicon, thereby modifying delays [3].
This issue can be mitigated at firmware level as follows.
The delay-PUF is initially queried randomly, simply to heat
up its logic aiming at increasing the effective calls [3].
In the second step, the PUF is queried several times and
its response is found based on the average of all query
responses in order to increase its reliability. Accordingly,
in practical use-cases of delay-PUFs, the number of calls
is much higher than the strictly necessary ones. Therefore,
delay-PUFs are more prone to aging due to this phenomena.

To be able to utilize a PUF in practical security applica-
tions, the key generated by the PUF should be stable over
time and resilient against the aging mechanisms that affect
integrated circuits [23, 24, 35, 38]. However, in practice,
with the advance of VLSI technology and moving towards
smaller feature sizes, the effect of aging mechanisms such
as Bias Temperature-Instability (BTI), Hot-Carrier Injection
(HCI), and Time Dependent Dielectric Breakdown (TDDB)
has increased. Aging-related degradation may result in tran-
sistors’ parameters shift during the operation time and even-
tually performance degradation and/or functional failures
of the PUF devices. Thereby, characterizing the impact of
aging degradation on PUFs and developing aging mitigation
methods is crucial.

Since normally a PUF is not solicited very often (e.g.,
solicitation occurs at each boot, or on each authentication),
PUF aging may be considered as a secondary issue.
However, for the following reasons, in industrial products, a
PUF is used more frequently:

—  There is usually a BIST (Built-In Self-Test) at each
system power-up;

—  For reliability improvement reasons, a PUF is typically
called several times to vote which bit is the most stable,
hence the most likely (despite the noise).

In addition, since PUFs are security related components,
they are potential targets of different attacks. Note that
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a malicious user compromises a PUF by requesting
continuous authentications. Therefore, it is important for
PUFs to withstand such attacks, by tolerating aging.

Although in industrial products PUFs are queried more
frequently, to have a thorough investigation of the effect
of aging on the embedded PUFs, the study need to be
performed for different PUF activity rates. Accordingly in
this paper, we extract the aging-related reliability degra-
dation of the considered PUFs under different switching
activities. Note that even in cases when there is no switch-
ing activity, the transistors experience static BTI aging and
thereby their reliability is mitigated.

Using Error Correction Codes (ECCs) [2] to improve
the reliability of PUFs is costly, and the code correction
capability has to be extended to anticipate the aging impact.
Software techniques have been proposed in [21] to combat
the aging effects in PUFs. The proposed protocol-level
solutions can either detect drifts in PUFs and update the
affected challenge/response pairs or prevent such drifts by
shortening the lifespan of challenge/response pairs [21].
Rahman et al. [35] studied the impact of aging on ring-
oscillator delay-PUFs (RO-PUFs) and presented an aging
resistant RO-PUF that stops oscillation when the PUF is
not used. Maiti et al. [27] conducted an accelerated aging
process to investigate the effect of aging on the functionality
of RO-PUFs. They proposed a reconfigurable RO-PUF to
mitigate aging effects. The proposed anti-aging architecture
selects the ROs with maximum frequency differences as the
RO pair to compare [27].

To the best of the authors’ knowledge, previous research
conducted on the reliability of PUFs against aging mainly
focuses on SRAM-PUFs, RO-PUFs and the PUFs based
on sense amplifiers [2, 11, 14, 25, 27, 35, 36, 46] and
there is little research in open literature on the impact
of aging on other delay-PUFs including loop-PUFs and
arbiter-PUFs [16, 28]. Mispan et al. [28] focus on arbiter-
PUFs but they only consider the aging of delay chains and
ignore the aging of the arbiter itself. However, as our results
(presented in Section 4) show, the effect of aging in arbiter
itself is significant and it may jeopardize the reliability
of the arbiter-PUFs. In addition, [28] assumes that the
threshold voltage and other specifications of the transistors
in the delay chain of the arbiter-PUF are similar and based
on this assumption, they discuss that both paths feeding
the arbiter of an arbiter PUF have similar specifications
and so they experience equal aging rate which makes the
PUF reliable. However, this assumption is not valid due to
the process variations occur during manufacturing (which
naturally is the basis of PUFs). Therefore, each path of
the delay chain in an arbiter-PUF may experience different
aging rate (related to its specifications) and therefore a
thorough analysis on the impact of aging in arbiter-PUFs is
required.
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A study of aging on arbiter and Loop PUFs has been
done in [16] but it only considers the NBTI (Negative-
Bias Temperature-Instability) impact. In [17] the impact of
switching activity has been simulated on the arbiter and
Loop PUFs but it is only based on simulation, i.e., it does
not include the aging results of real silicon arbiter-PUFs.

In this paper, we extend the study of aging effects
to other types of delay-PUFs, mainly arbiter-PUFs and
loop-PUFs as due to their high entropy, these PUFs are
very popular [37]. Using extensive simulation results, we
investigate the reliability of these PUFs against NBTI and
HCT aging mechanisms, and study their sensitivity to aging
degradation by evaluating the aging-related Bit Error Rate
(BER) in these PUFs. We also present real silicon results
demonstrating the effect of aging degradation in these PUFs.
The contributions of this paper are as follows:

— Detailed HSpice MOSRA simulations investigating the
effect of NBTI and HCI degradations on delay-PUFs;

— A generic extrapolation-based approach to assess the
effect of aging in different type of delay-PUFs;

— Analysis of the effect of the switching activity on the
degradation of delay-PUFs;

— Demonstrating the effect of aging on the BER of delay-
PUFs manufactured in a 65nm process technology.

The rest of this paper is organized as follows. Section 2
presents the preliminary backgrounds on aging mechanisms
and describes the two delay-PUFs we consider in this paper.
Section 3 first presents our aging evaluation methodology.
We use this methodology to evaluate the impact of aging on
a delay-PUF with single delay-element. This section, then
discusses the proposed extrapolation methodology utilized
to assess the aging effects in a delay-PUF with an arbitrary
size. Experimental results including simulation results and
real silicon data are presented and discussed in Section 4.
Section 5 presents an aging-resilient arbiter to increase the
reliability of arbiter-PUFs. Finally, Section 6 concludes the

paper.

2 Preliminaries
2.1 Background on Aging Mechanisms

Aging mechanisms including Negative-Bias Temperature-
Instability (NBTI), Positive-Bias Temperature-Instability
(PBTI), Hot Carrier Injection (HCI), Time Dependent
Dielectric Breakdown (TDDB), and Electro-Migration
(EM) result in performance degradation and eventual failure
of digital circuits over time [20]. In practice, NBTI, PBTI,
HCI, and TDDB all deal with the gate oxides of transistors
while EM occurs in the interconnect metal lines.

BTI includes NBTI and PBTI effects, and is one of the
major causes of threshold-voltage increase in transistors
during their lifetime. NBTI and PBTI occur in PMOS
and NMOS transistors, respectively. In practice, the impact
of NBTI is more dominant than PBTI beyond 45nm
technology nodes. With the introduction of high-k gate
dielectrics and metal gate transistors, PBTI effects have
also received significant attention [8, 48]. NBTI occurs
in a PMOS transistor when a negative voltage is applied
to its gate. In this mechanism, positive interface traps are
generated at the Si-SiO; interface. As a result, the threshold
voltage increases and the PMOS transistor becomes slower
and fails to meet timing constraints. In contrast to NBTI,
PBTI occurs when a positive voltage is applied to the gate
of an NMOS transistor. This results in generating traps at
the interface of gate oxide and channel, and in turn increases
the transistor threshold-voltage.

HCT occurs when hot carriers are injected into the gate
dielectric during transistor switching and remain there. HCI
is a function of switching activity and degrades the circuit
by shifting the threshold voltage and the drain current of
transistors under stress [35]. HCI mainly affects NMOS
transistors.

TDDB relates to the creation of an electrical current
conduction path through the gate oxide in the device. It
degrades the isolation properties of gate dielectric, increas-
ing the tunneling current across the transistor gate terminal.
Ultimately, TDDB results in device breakdown [32].

High density currents result in EM aging. The currents
create electron winds that cause metal atoms to migrate over
time, gradually removing metal atoms from wires, thereby
increasing interconnect resistance. EM eventually results in
an open circuit, creating a permanent error [29].

Among all aging mechanisms, BTT and HCI are two lead-
ing factors in performance degradation of digital circuits
[33]. Both mechanisms result in increasing switching and
path delays in the circuit under stress [18, 19]. This will
eventually lead to timing violations and finally to faster
wearout of the system. Thereby, both mechanisms jeopar-
dize the reliability of digital circuits. Accordingly, due to the
dominant effect of NBTI and HCI in the reliability of dig-
ital circuits, compared to other aging mechanisms, in this
paper we focus on NBTI and HCI aging and investigate their
effects on the reliability of the considered delay-PUFs. What
follows discusses these aging mechanisms in more detail.

NBTI Aging NBTI affects a PMOS transistor when a
negative voltage (i.e. Vgs < V;) is applied to its gate. In
pulsed signals, a PMOS transistor experiences two phases of
NBTI depending on its operating condition. The first phase,
so-called stress phase, occurs when the transistor is on, i.e.,
when a negative voltage (V5 < V;) is applied to its gate. In
this case, positive interface traps are generated at the Si-SiO»
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Fig.1 Threshold voltage shift of a PMOS transistor under NBTI effect

interface which lead to an increase of the threshold voltage
of the transistor. The second phase, so-called recovery
phase, occurs when a positive voltage (Vs > V;) is applied
to the gate of the PMOS transistor. As a result, the threshold
voltage drift that occurred during the stress phase will
partially recover.

Threshold voltage drifts of a PMOS transistor under
stress depend on the physical parameters of the transistor,
supply voltage, temperature, and stress time [1, 22]. The
last three parameters (so-called external parameters) are
generally used as acceleration factors of aging process.
Figure 1' shows the threshold voltage drift of a PMOS
transistor that is continuously under stress for 6 months
and a PMOS transistor that alternates stress/recovery phases
every other month. As shown, NBTI effect is high in the first
couple of months but the threshold voltage tends to saturate
for long stress times. The impact is exacerbated with thinner
gate oxide and higher operating temperature [1, 26].

Two prevalent theories, Reaction-Diffusion (R-D) and
Trapping-Detrapping (T-D), have been proposed in litera-
ture to explain NBTI. The R-D model explains the NBTI
phenomenon as the breaking and rebonding of hydrogen-
silicon bonds at the silicon-gate dielectric interface of
PMOS devices [4, 40]. The T-D model considers a num-
ber of defect states with different energy levels, and capture
and emission time constants. In the T-D model, the thresh-
old voltage increases when a trap captures a charge carrier
from the channel of a PMOS device [42].

According to the R-D model proposed in [45], the
NBTI-related increase in the threshold voltage of a PMOS
transistor in the stress phase is evaluated by Eq. 1 [44].

AVths,,e” = ANBTI X tox X A/ Cox(Vdd - Vth)x

(Vddfvth _ Eq

ToxXEFg ~FxT) y, +0.25
e o 0 thtress

ey

where f,, is the oxide thickness, and C,, is the gate
capacitance per unit area. Ey and E, are device dependent
parameters and constant. Ay g7y is a technology dependent

IThe Y axis has not been shown to make the graph generic for different
technologies.
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Fig.2 Threshold voltage shift of an NMOS transistor under HCI effect

constant and k is the Boltzmann constant. 7" is the temperature
and fg, 055 1S the stress time.

As discussed, the threshold-voltage drift of a PMOS
transistor is partially recovered if the transistor is placed in
the recovery phase (i.e., a positive voltage is applied to its
gate). Equation 2, shows the final change in the threshold
voltage of a PMOS transistor [44].

trecovery
AVinygrr = AVingrey X 1 = [n—————)  (2)
trecovery + Lstress
In this equation, 7 is equal to 0.35 and #y,¢s5 and trecovery
are the stress and recovery time durations, respectively.

HClI Aging Hot carriers refer to the electrons or holes in the
substrate that attain energies above the average [36]. These
high energetic carriers, which are the result of high electric
fields in the drain region of a transistor are injected into the
gate oxide and form interface states and eventually result
in performance degradation in the transistor under stress.
HCI mainly affects NMOS transistors and has become more
severe as the transistor features continue to shrink [7].

HCT results in the change of the threshold voltage of
the device under stress. Besides increasing the threshold
voltage, HCI reduces the mobility of a device, which leads
to a decrease in drain current. Figure 2> shows the threshold
voltage drift of an NMOS transistor that is continuously
under HCI stress for 6 months. Unlike NBTI, there is no
recovery for HCI effects.

HCT effect is due to the switching between ‘0’ and ‘1’
on an NMOS transistor. Thereby, HCI is highly sensitive
to the number of transitions occur in the gate input of the
transistor under stress. In fact, the threshold voltage changes
sublinearly with the number of transitions occur in the input
of an NMOS transistor. In practice, HCI has a sublinear
dependency on the clock frequency, usage time, and the
activity factor of the transistor under stress, where activity
factor represents the ratio of the cycles the transistor is
doing transitions and the total number of cycles the device

2The Y axis has not been shown to make the graph generic for different
technologies.
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is utilized. In addition, HCI effects depend on the operating
temperature [33]. Equation 3 evaluates the HCI-induced
threshold voltage shift [44, 45].

Vad—Vin 05
AVthH(;I = Apnci XaXerl‘nxXEl NE 3)

where ¢ is time, and « and f are the activity factor and the fre-
quency, respectively. In addition, 7,, is the oxide thickness,
and E| depends of device specifications as well as tem-
perature and V4. Here, Agcy is a technology dependent
constant.

In this research, to evaluate the impact of NBTI and HCI on
the performance of a circuit under stress, HSpice MOSRA
(MOS Reliability Analysis) [43] is deployed. MOSRA uses
the Reaction-Diffusion (R-D) model discussed in [45].

2.2 Background on Delay-PUFs

Silicon PUFs can be divided into two main categories: the
PUFs operating based on delay comparisons of different
paths and the PUFs exploiting the initial state of memory
blocks [6]. In this paper, we focus on the first group of
PUFs. What follows briefly reviews the structure of the
two delay-PUFs we consider in this study: loop-PUFs and
arbiter-PUFs.

Arbiter-PUF Figure 3 depicts the architecture of an arbiter-
PUF [41]. It includes a pair of delay chains and generates
one response bit per challenge, in one single query. Indeed,
this PUF operates based on the race between two identical
paths (top and bottom paths shown in Fig. 3).

The race corresponds to the difference of the delay of
these two paths. Indeed, only the sign of this difference
is important (not the exact amount). The sign is extracted
by the arbiter and corresponds to the PUF identifier. The
downstream arbiter is a simple RS latch implemented by
using two NAND (NOR) gates. NAND gates are used when
the race takes place between the rising edge of the signals
that feed the arbiter. Otherwise (in case of falling edge race),
a NOR-based RS latch is deployed.

Loop-PUF Figure 4 shows the structure of a loop-PUF [5].
It includes a loop realized by n delay elements and one
inverter. Each element i € {1, 2, ..., n} can have two delays

arbiter

C1 Cn

Fig.3 Arbiter-PUF

(theoretically equal at blueprint level), chosen according to
its challenge bit ¢; € {0, 1}. The principle of the loop-
PUF is to measure the difference of cumulative delays for
a challenge and its complementary value. The sign of this
delay difference corresponds to the PUF identifier. The
structure of a loop-PUF is very similar to a ring-oscillator
PUF (RO-PUF) [41], except that in a loop-PUF the delays
are controllable and there is only one oscillator. Due to this
similarity, we could think the aging study on loop-PUFs
may be applicable to RO-PUFs too. This is not really the
case as the Loop PUF uses only one ring oscillator which
runs twice with a different challenge, whereas the RO-PUF
uses two different ring oscillators selected by a challenge.
As loop-PUFs include only one oscillator (to generate each
response bit), in these PUFs, the fact of having a differential
measurement filters the common aging-related delay offset.
Thereby, as the experiential results also confirm Loop-PUF's
are little sensitive to aging while reference [35] shows,
RO-PUFs are highly prone to aging.

3 Aging Methodology and Evaluation

To investigate the effect of aging on the reliability of PUFs,
we conduct transistor-level HSpice simulations. However,
HSpice simulations are highly time consuming. Thereby,
conducting simulations for a large number of PUFs with
arbitrary sizes are not timely efficient when thousands
of Monte Carlo simulations are conducted. Accordingly,
in this paper, we present an extrapolation scheme that
extracts the timing specifications of PUFs with arbitrary
sizes based on the specifications of single delay-element
PUFs. In this Section, we first present how we use HSpice
MOSRA to measure the aging effects of a PUF with single
delay-element. Then, we discuss the proposed extrapolation
methodology. Figure 5 shows the process.

3.1 Measuring the Aging Effects on a Single Delay
Element PUF

To evaluate the effect of BTI and HCI aging on a delay-PUF
with one delay-element, HSpice tool is deployed. The left
dotted box in Fig. 5 shows this process. First, the transistor-
level PUF is simulated in time zero (pre-aging mode) and
fresh (pre-aging) rising and falling delays of the simulated

ID

oscillator

measurement

Fig.4 Loop-PUF

@ Springer



576

J Electron Test (2018) 34:571-586

— HSPICE Simulations (no aging)

()
(]
(]
]
(]
(]
(]
(]
PUF with one 0
Delay-Element

-

Technology Library e

Electrical-level
Stress

Environmental & Input
Parameters

>

HSPICE Post-stress Simulations

Delay Number of Delay-Elements (n)

Parameters coeccsccscsccscsccsoehocsccccns

|

Delay ceccccccccccnccccsscnssee
Paramet_ers : Delay Parameters
(Post Aging) ¢ for PUF with n delay-elements ¥

] (Pre & post aging)

<

Fig.5 Flowchart for extracting the delay parameters of a delay-PUF with an arbitrary size

PUF are extracted. Then, using HSpice MOSRA simulator,
the drift of transistors’ electrical parameters under both BTI
and HCI aging and with different switching activities (for
the internal signals of the PUF) are evaluated [43].

In the next step, using HSpice MOSRA, the degradation
of the transistor-level device characteristics, computed
previously, is translated to performance degradation at the
circuit level. The delay parameters extracted in this phase
are discussed in the following section.

3.2 Proposed Extrapolation Methodology

As discussed in Section 3.1, the aging evaluation process is
first carried out on a single delay-element shown in Fig. 6.
This element can be used to build both types of delay-
PUFs. Then, an extrapolation methodology is conducted to
evaluate the impact of aging in delay-PUFs with arbitrary
sizes using the results extracted for single delay-element
PUFs (the right dotted box in Fig. 5). Since a delay-PUF
mainly relies on comparing two delay chains, the study
focuses on the trend of delay change in the two considered
delay paths, and more specifically for the arbiter-PUF, the
probability to have bit-flips at the arbiter stage.

i
C

Fig.6 Delay element considered for aging
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The multiplexer shown in Fig. 6 is driven by the
challenge bit C. In our method, we first extract four delay
parameters for the delay element shown in this figure (for
different aging durations). These parameters represent the
propagation time (to send a rising/falling edge) between the
input i’ and the output o’ of the multiplexer and are shown
in Table 1.

To extract the delay parameters of each targeted delay-
PUF (arbiter-PUF and loop-PUF), the following steps are
taken:

1. Asetof instances of single delay-element is modeled by
using Monte Carlo (MC) simulations in Hspice. Each
instance has its own delay.

2. The four timing parameters discussed above are
extracted using HSpice MOSRA for each instance
of delay-element considered in stage 1. The timing
parameters are extracted for different aging durations.

3. For each type of delay-PUF, the timing characteristics
are deduced from the set of four base timings @,2,3,®
extracted in stage 2. The deduction scheme is discussed
below for each PUF type.

— Loop-PUF: Only one delay element is needed and the

following protocol is used:

1. The challenge C is applied and the oscillation
period is measured.

Table 1 Propagation delay time between input i’ and output o’ of the
multiplexer in Fig. 6

Time @ Rising edge propagation time when challenge is 1

Time @ Falling edge propagation time when challenge is 1
Time @ Rising edge propagation time when challenge is 0
Time @ Falling edge propagation time when challenge is 0
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2. The complementary challenge C is applied and the
oscillation period is measured.

3. The difference of the oscillation periods extracted
above (when C and C were applied) represents
T pyr. As discussed in Section 2.2, the PUF
identifier is the sign of Trpyr. If C = 1,
Tr pyF is computed by the difference of rising and
falling propagation delays as (D + @) - (® + @),
The value is negated for C = 0. Note that these
parameters were defined in Table 1. In sum, T py F
is evaluated using Eq. 4.

Trpur = C(O+ Q) — (B4 @)+

C((®+®@) — (D+Q)) “)

— Arbiter-PUF: As shown in Fig. 3, in this PUF two
elements are in parallel per challenge bit C. If C = 1,
the race between the two elements corresponds to the
delay difference between time @ of the first element
(upper element fed by ¢ in Fig. 3) and time @ of the
second element (lower element fed by c; in Fig. 3).
However, if C = 0, time ® is considered instead of time
@. Thereby, the delay difference (T4pyF) is evaluated
using Eq. 4.

Tapur = C(@®) — @) + C(®) — By) Q)

As shown in Fig. 3, the arbiter used in our arbiter-
PUF is an RS latch realized by two NAND gates.
Therefore, in the computations, we considered the
rising edge propagation times (® or @). Similarly,
for NOR-based RS latch arbiters, falling edge times
(@ or @) should be considered based on the challenge
value.

After calculating Trpyfr for loop-PUFs (Tapyr for
arbiter-PUFs) with one delay element, we evaluate the
timing specifications of each PUF with arbitrary number
of elements. In practice, for loop-PUFs with n elements
(arbiter-PUFs with 2n elements), we add the Trpyr
(Tapyr for arbiter-PUFs) of all elements extracted using
the above scheme. The sign (not the absolute value) of
this addition determines the outcome of the PUF. Note that
each element is being driven by its own challenge bit. This
addition is seamless as the delay elements are separated by
buffers.

We verified the correctness of the extrapolation scheme
for both arbiter-PUFs and loop-PUFs. First, we simulated
a number of 16-element PUFs of each type with different
challenges and extracted the response/challege of each PUF.
Then, we separately simulated the delay elements included
in each of these PUFs, and used our extrapolation scheme
to extract the result of the each 16-element PUF. The results
of the first and second experiments matched thoroughly.

This confirms the correctness of our extrapolation scheme.
We repeated our experiments using 32- and 64-element
PUFs and the results confirmed the correctness of the
extrapolation scheme for each PUF.

4 Experimental Results and Discussions

In this section, we first provide the details of the simulation
setup used to evaluate the effect of aging on the reliability
of the considered delay-PUFs. Then, we present simulation
results and discuss our observations. Finally, we present
the real silicon results demonstrating the aging degradation
effects in these PUFs.

4.1 Experimental Setup

In this research, we first implemented our single delay-
element PUFs in the transistor level using a 45 nm
technology extracted from the open-source NANGATE
library [31] (as we didn’t have access to the same
technology library we used in the experiments with real
silicon). We then used Synopsys HSpice for the transistor-
level simulations and deployed the HSpice built-in MOSRA
Level 3 model to capture aging effects in MOSFETs [43].
We evaluated the effect of both BTI and HCI effects. To
assess the effect of switching activity of the internal signals
of a PUF in aging-related degradation, we considered four
different cases. In the first case, the PUF is always inactive
(switching activity=0). Second and third cases consider the
situations in which the PUF is active 1/64 or 1/8 of the
time, respectively. In the fourth case, the PUF is always
active with pulses injected every 2 ns with a duty cycle
of 50%.

We ran Monte Carlo simulations for 8192 instances
of basic delay elements. We then extracted the delay
parameters discussed in Section 3.2 to extrapolate the
effect of aging on 512 loop-PUFs, each including 16 delay
elements using our in-house tool discussed above. We
repeated the same scheme for the arbiter-PUFs. Simulations
were carried out using the following process-variation
parameters for a Gaussian distribution: transistor gate length
L: 30 = 10%; threshold voltage Vrp: 30 = 30%, and gate-
oxide thickness tpx: 30 = 3%. The process variation data
reflects a 45-nm process in commercial use today [47].

Using HSpice MOSRA, the effect of aging was evaluated
for 20 months of PUF operation in time steps of one month.
As mentioned earlier, aging effects will be exacerbated in
higher temperatures. To show the effect of temperature,
in our experiments, we extracted the aging results in two
different temperatures: 45 °C and 80 °C. Note that these
temperatures are the internal chip temperatures.
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4.2 Simulation Results

Effect of Aging on Delay Parameters of Loop-PUFs The
first set of results shows how aging affects the delay
specifications of loop-PUFs. We show the effect of aging
on the reliability of PUFs using different parameters. The
first set of parameters include the mean and variance of the
aging-related delay degradation of loop-PUFs over time. As
shown in Fig. 7, we considered four different challenges for
the loop-PUF. These challenges are Hadamard codewords
and have been chosen as they are among the best challenges
result in maximum entropy, as explained in Rioul et al. [37].
For each case, using the method discussed in Section 3, we
evaluated the magnitude of delay change over time for all
512 loop-PUFs fed by each of these challenges. Note that
in loop-PUFs, a challenge pair always include a challenge
and its complements [37]. Each loop-PUF includes 16 delay
elements. Then, we calculated the mean and variance of
delay change of all PUFs over time for each challenge. As
shown in Fig. 7 the mean evolves randomly and on a very
tiny scale with aging. This random change can be related to
the insufficient accuracy of the HSpice simulation.
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The simulation result shows that aging affects the delay
variance in a monotonic manner. As expected, due to the
NBTI effects, a higher increase of variance is noticeable
at the early stages of the PUF lifetime. Moreover, the
higher switching activity, the more increase rate of the
variance. In practice, switching activity results in HCI
effects.

Effect of Aging on Reliability of Loop-PUFs The second set
of results investigates the effect of aging on the reliability
of loop-PUFs. Here, we evaluate the aging-related bit error
rate (BER) for a loop-PUF running under different operating
conditions as below.

As discussed in Section 2.2, in a delay chain, the
measurement for a given challenge (or a challenge pair
for the Loop-PUF) is the difference of the delay of the
considered paths. This time (represented as #) has a normal
distribution 1 ~ N(f, 02), where 7 is the mean value of
t and o2 is the variance of the noise at transistor level.
In addition,  itself is normally distributed and centered:
f~ N(, U%U r)» where U%U r represents the PUF variance,
which comes from the process mismatch of the technology.
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Fig.7 Mean and variance of delay-change for different challenge pairs in loop-PUFs
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The Signal to Noise Ratio (SNR) is defined as:

2
__ 9%puF
SNR = o2

The BER for a given challenge depends on the
probability of the change of the sign of ¢ as explained in
Section 2.2. When the PUF has not been aged, the initial bit
error rate, BE R®, for a given challenge is as below:

A

BER" =P(x > 1) = %(1 - erf(L))
o2

The absolute value of BER is unknown as it depends
on the noise variance which is also unknown. However, it
is possible to analyze its change due to aging, as GI%U F
and 7 can be measured. Indeed, the evolution of 012, UF
is equivalent to an increase of the noise variance A,
assuming that SN R is invariant with aging [10]. Thereby,
the BER change can be assessed by considering the ratio
between the BER at time i (i represents the aging time) and
at time O for M challenges.

L erf( 28
(el G, )
VSNR (6)
1 f
5 (1 — erf(w57772=))
2 L2

BER! 1
BER ~ M %:

Note that the value of 7 is found by averaging the
delay differences in different paths of the delay chain. In
addition, opyF is obtained by computing the variance of
f considering the set of challenges which are Hadamard
Code words. In this equation, A? represents the change of

f due to aging at time i (compared to time 0). Moreover,
AL v denotes the aging-induced change of opy F at time i
(compared to time 0).

Figure 8 represents the impact of aging due to both
HCI and NBTI on the delay chain of a loop-PUF with 16
elements during 20 months of usage. The results correspond
to the mean from 16 challenges, and are expressed in terms
of BER with BER® = 1072 , which corresponds to the
measurement from the real silicon, presented in Section 4.3,
for a PUF without any activity and PUFs with 1.56% (=
1/64), 12.5% (= 1/8), and 100% activities in 45 °C. The
SNR was considered as 25, as we adopted the SNR value
from our real-silicon results. We can see that the BER
increase is very limited for this SNR.

As shown in this figure, the BER is ~ 1.3 x 1072
for a loop-PUF with 100% activity after 20 months of
operation. Although in this situation, the BER increased
~ 30% in 20 months, its value after 20 months of aging
is not considerable. This confirms that loop-PUFs are
little sensitive to aging. Another observation taken from
this figure is that the reliability degradation under 100%
of switching activity is more than the one under 0% of
switching activity. In particular, as shown in Fig. 8, the
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Fig. 8 Simulated mean of BER for 16 challenges and different
activity rates (Temperature=45 °C)

BER increases around 17% over a time period of 20 months
for a device with no activity while changes 30% for the
same device with 100% activity in 20 months. This can
be explained by the fact that under dynamic conditions,
the BER change is due to the combined effect of the
two aging mechanisms (NBTI and HCI). While, under
static conditions just NBTI degradation is observed. As
expected, the degradation increase is more significant under
the dynamic conditions (100% of activity). However, as
mentioned BER value is not considerable, and thereby, the
conclusion is that loop-PUFs are not considerably affected

by aging.

Effect of Aging on Reliability of Arbiter-PUFs This set of
results deals with the reliability degradation of arbiter-PUFs due
to aging. The BER formula presented earlier for the loop-
PUFs, also stands for the delay-chain of the arbiter-PUFs.
However, to assess the complete BER for an arbiter-PUF,
the aging of the arbiter should be considered as well.

We consider the arbiter realized by a NAND-based RS-
latch, as represented in Fig. 3. The BER/BER® formula
in Eq. 6 could apply by considering the evolution of the
timing difference between the RESET and SET inputs of
the latch to get the metastable state. However, the BER can
be directly accessible as it corresponds to the bit-flips of
the latch. This BER metrics is well suited to notice that the
aging has more impact on the arbiter than the delay chain.
Indeed, as shown in Fig. 9, the arbiter deployed in an arbiter-
PUF is highly sensitive to aging as the bit-flips seriously
increase after 20 months, especially during the first month.
These bit-flips are not related to the delay chain, i.e., they
are exclusively initiated by the aging of the RS-latch. An
offset of the BER curve has been inserted to consider the
real BER measured from the real silicon.

The results confirm the high impact of aging in an RS-
latch. As shown, the RS-latch experiences the BER =~ 0.1
after 20 months of aging at high switching rate. As shown,
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Fig. 9 BER evolution of the arbiter in the arbiter-PUF with different
activity rates (Temperature = 45 °C)

in the case of high activity the BER experiences 100 times
increase after 20 months (changing from 1073 to 1071).
As shown in Fig. 9, the BER in the case of high switching
activity can be 11 times worse than the case without activity
after 20 months. Note that in this figure values are shown in
logarithmic scale. A potential cause is the imbalance of the
states between the two NAND gates residing in the arbiter.
Indeed, if the output of one of these NAND gates gets the
value of ‘1’, it experiences more NBTI aging than the other
one since in the former, the PMOS network conducts. This
should also affect the set-up time at the sampling time, such
that the state changes at the next sampling time when the
difference of time between the two paths is very small.

Robustness against Temperature Variations The fourth set
of results represents how the increase of temperature affects
aging-related degradation in the considered PUFs. As
shown in Figs. 10 and 11, the aging in both the delay chain
deployed in arbiter-PUFs (as well as loop-PUFs) and the
arbiter itself increases in a higher temperature. As depicted,
the BER increase is around 30% for the delay chain over 20
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Fig. 10 The effect of temperature in aging of delay chain
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Fig. 11 The effect of temperature in aging of arbiter

months of usage in 45 °C while it is & 50% for 20 months
usage in 80 °C. However, due to the magnitude of BER, the
effect is still not considerable. For the arbiter itself, as shown
in Fig. 11, the degradation can be 2.3 times worse in 80 °C
compared to 45 °C for full activity. Due to the magnitude of
the BER, as mentioned, arbiter-PUFs are highly sensitive to

aging.

Extrapolation Speedup As discussed in Section 3.2, to
avoid conducting thousands of Monte Carlo simulations
for PUFs with large number of delay elements, we extract
the aging results of single delay-element PUFs and utilize
our proposed extrapolation scheme to evaluate the effect
of aging in PUFs with large number of elements. Table 2
shows the speedup of using our extrapolation method over
using traditional Monte Carlo simulations for PUFs with
large number of delay elements. In this table, the second
row provides the time required for conducting HSpice
simulation of a PUF with one delay element. The third,
forth and fifth rows present the time required for conducting
HSpice simulation of a PUF with 16, 32 and 64 delay
elements, respectively.

The sixth row of Table 2 presents the time needed using
our extrapolation scheme for simulating a PUF with 8192
elements. The 7/, 8" and 9" rows show the time required
for HSpice simulations of a PUF with 8192 elements too.
In particular, 7" row depicts the time needed for Monte
Carlo simulation of 512 PUFs each included 16 delay
elements (so-called traditional scheme as no extrapolation
is used here and all delay parameters are extracted only by
simulations). Similarly, the 8" row shows the time required
for Monte Carlo simulations of 256 32-element PUFs and
the 9" row depicts the time required for Monte Carlo
simulations of 128 64-element PUFs. Finally, the last three
rows show the speedup of using the extrapolation scheme
over traditional scheme (using Monte Carlo simulations
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Table 2 HSpice Monte Carlo(MC) simulations speed comparison

Arbiter-PUF Loop-PUF
Time! per MC simulation of one 1-element PUF 6 1
Time per MC simulation of one 16-element PUF 131 58
Time per MC simulation of one 32-element PUF 512 198
Time per MC simulation of one 64-element PUF 2080 773
Total time of MC simulations using extrapolation for a PUF with 8192 elements 49152 8192
Total time of MC simulations using 512 16-element PUFs (no extrapolation) 67072 29696
Total time of MC simulations using 256 32-element PUFs (no extrapolation) 131072 50688
Total time of MC simulations using 128 64-element PUFs (no extrapolation) 266240 98944
Speedup of extrapolation scheme vs. traditional
Monte-Carlo simulations using 16-element PUFs 1.36 3.63
Speedup of extrapolation scheme vs. traditional
Monte-Carlo simulations using 32-element PUFs 2.67 6.19
Speedup of extrapolation scheme vs. traditional
Monte-Carlo simulations using 64-element PUFs 542 12.08

UIn this table, all time values are represented in Second

with different PUF elements). As depicted, for PUFs with
64-delay elements, the speedup is more than 12 for loop-
PUFs (5 for arbiter-PUFs). The results confirms that the
speed up of our extrapolation scheme is more significant
in loop-PUFs than arbiter-PUFs. This is related to the
arbiter (RS latch) residing in the arbiter PUFs as well
as the twice number of delay-elements available in these
PUFs compared to loop-PUFs. The results confirm the high
efficiency of the proposed extrapolation scheme. In this
paper, all experiments were performed on an 8-processor
quad-core Intel server running at 2.80 GHz with 32 GB of
memory.

Change of PUF Metrics Due to Aging In practice, the quality
of a PUF is assessed using three metrics: reliability,
uniqueness, and randomness. These metrics have been
discussed in details in [13] for PUFs. The randomness of a
PUF deals with the unpredictability of PUF responses. The
uniqueness shows how well a single PUF is differentiated
from other PUFs based on its challenge/response pairs.
Finally, as mentioned earlier, reliability of a PUF depicts
how stable a PUF response is over time and in different
environmental conditions (e.g., change of temperature).
Previous results extensively investigated the reliability
of loop-PUFs and arbiter-PUFs w.r.t aging and in different
temperatures. As the results depicted, loop-PUFs are reli-
able against aging while in arbiter-PUFs challenge/response
pairs change over time. As loop-PUFs are reliable and
their challenge/response pairs do not change over time,
we can deduce that their randomness and uniqueness of
loop-PUFs will not change over time either, i.e., the ran-
domness and uniqueness of a used (e.g., aged) loop-PUF

will be similar to the randomness and uniqueness of a new
(not-used) Loop-PUF. For the arbiter-PUF, the challenge-
response pairs change over time. Therefore, the randomness
and uniqueness may (or may not) change. The amount of
change can be extracted easily by finding Hamming dis-
tances of responses over time to evaluate the uniqueness and
by evaluating the avalanche effect using statistical tests to
evaluate the randomness [39].

Figure 12 shows the change of the randomness and
uniqueness of an arbiter-PUF in 80 °C over time. The results
have been extracted for different PUF activities. As shown
in this figure, the effect of aging on the randomness and
uniqueness of arbiter-PUFs is not considerable (i.e., before
and after aging these values are around 50%). In addition,
as depicted, switching activity has a slight impact on the
and uniqueness of these PUFs. The takeaway point from
this observation is that the aging induced bit-flips in arbiter-
PUFs similarly affect the state ‘0’ and state ‘1’ of the arbiter,
i.e., the number of bits whose value changed from ‘0’ to
‘1’ due to aging is approximately similar to the number of
bits whose state changed from ‘1’ to ‘0’. Thereby, although
aging resulted in reliability degradation, it didn’t change the
randomness and uniqueness metrics.

4.3 Real Silicon Results

In this section, we present the aging results extracted from
real-silicon. We first present the observations for loop-PUFs
and then we discuss the arbiter-PUFs.

Loop-PUFs An ASIC with 49 loop-PUFs composed of 64
delay elements was implemented in 65 nm technology.
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Fig. 12 Effect of aging on the randomness and uniqueness of arbiter-PUFs over time

Figure 13 shows the layout with a 7 x 7 loop-PUF matrix
which makes up the largest part in the upper right-hand
corner of the layout.

The circuit has been placed on a PCB and put in a
laboratory oven adjusted at 85 °C. The power supply has
been set to 2.0 V instead of the nominal voltage of 1.2 V.
In practice, these operating conditions accelerate the NBTI
and HCI effects [15, §5.3]. The test procedure is described
in Protocol 1 which corresponds to cycles of 24 hours. The
challenges used for the test are Hadamard codewords, as
they allow to obtain the maximum entropy of the loop-PUF,
as explained in [37].

The first 8 PUFs (PU Fy to PU F7) are always running
(100% activity), whereas PU Fg to PU F5 run 1/8 of the
time, and PU Fig to PU F3; run 1/64 of the time. PU F3,
to PU Fug never run. These differences in switching activity
(X%) allows us to investigate the impact of switching
activity on PUF aging. Every 24 hours and during one hour,
the device is back in its typical environment and all the
challenges are used to measure the PUF values. Figure 14
represents the aging impact during 100 days in terms of the

7x7 Loop-PUF matrix

Fig. 13 Layout of the test chip embedding 49 loop-PUFs
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ratio of BE R for the Loop-PUF with the 4 different groups
of PUFs each having different activities as mentioned above.
The BER? is 1072 and the SNR was assessed as 25.

Protocol 1 Aging acceleration protocol.

Input: Non aged device
Output: Aged device

1 STEP 1: Stress during 23 hours...................

2 Vgg <20V, T°C < 85°C

3 Challenge C; <— 0x00000000FFFFFFFF

4 Always measure PU F;, fori € {0, ..., 7}

5 Measure PUF; every 1/8 time, for j € {8, ..., 15}

6 Measure PU Fy every 1/64 time, for k € {16, ...,31}
7 STEP 2: Evaluation during 1 hour ................
8 Vgu < 1.2V, T°C «20°C

9 Measurement of the 49 Loop-PUFs with 63 Hadamard
Challenges [35]
10 Goto STEP 1

The real silicon results shown in Fig. 14 confirms the
simulation results in showing that the effect of aging in
delay chains is not considerable. In addition, even with the
high level of noise, and similar to the simulation results
extracted for delay chains in previous section, we observe
that for real silicon, aging degradation in case of 100%
switching activity is more than other cases. In particular,
reliability degradation is around 1.8 times worse in the delay
chains when there is full activity compared to zero activity.
The degradation under 1/8 and 1/64 of switching activity is
less than the one under static condition.

Arbiter-PUFs The Arbiter-PUF and Loop-PUF share the
same delay elements. The common PUF cell is configured
as either two Arbiter-PUFs of 16 elements, or a Loop PUF
of 64 elements (totally 64 elements in each case). The
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Fig. 14 BER evolution of the delay chain for different activity rates

results on real silicon for the arbiter-PUFs are illustrated in
Fig. 15. As shown, the BER change is very fast during the
first days of aging and then stabilizes rapidly. This shows
that the NBTI is the main aging factor affecting the arbiter
residing in the arbiter-PUF. Both simulation results shown
in Fig. 9 and the real silicon results shown in Fig. 15 depict
the high senility of arbiter to aging. However, the results
for real-silicon arbiter-PUF do not thoroughly follow what
we expected from simulations, i.e., in the simulation results
shown in Fig. 9, BER experiences its highest value when the
PUF is fully active. Similarly for a non-active PUF, the BER
has its lowest value. While, the real-silicon results shown
in Fig. 15 do not follow the same trend. In practice, in the
results shown in Fig. 15, the BER of PUFs with different
activities are very similar. This can be explained by the high
level of noise in real silicon experiments. Moreover, in our
experiment, the PUFs with no activity have been placed near
other IPs in the ASIC chip, and thereby, experienced more
measurement noise. In the layout shown in Fig. 13, the PUF
with the highest index (lowest activity as shown in Protocol
1) has been located at the bottom of the chip and close to the
control circuitry and other blocks.

BER
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1/64 activity —¥—
0% activity —H—
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Fig. 15 BER evolution of the arbiter for different activity rates

5 Mitigating Aging Effects

As the experimental results presented in Section 4 showed,
in the considered PUFs, delay chains are not sensitive
to aging. However, the arbiter resided in an arbiter-PUF
(Fig. 3) is highly affected by aging. Thereby, to increase
the reliability of arbiter-PUFs against aging, we need to de-
activate the arbiters embedded in these PUFs when the PUFs
are not queried. Accordingly, we can replace the arbiter
shown in Fig. 3 with the aging-resilient arbiter shown in
Fig. 16. As depicted, for aging-resilient arbiter, to generate
each response bit, we only need to add eight transistors
to the corresponding delay chains (four transistors to each
chain). Thereby, the area overhead is highly negligible
compared to the total size of the PUF. A semi-similar
aging-resilient structure proposed in [36] for mitigating the
aging effects in ring-oscillator PUFs. However, due to the
architecture of ring-oscillator PUFs, in those PUFs two
transistors need to be inserted for each delay elements in
each delay chain, i.e., totally 2 x n x m extra transistors
needed for a PUF with n chain each including m delay
elements. While in our aging-resilient arbiter PUF, we only
need 4 x n extra transistors to make the PUF resilient against
aging. As Fig. 16 depicts, when the PUF is queried, signal
E N gets the value of ‘1’ and therefore, the arbiter operates
as a simple RS-latch (similar to the arbiter shown in Fig. 3).
However, when the PUF is not queried, EN is ‘0’ and both
NAND gates are fed with “11” (i.e., each input of the NAND
gate is fed with VDD — V;; where Vy;, is the threshold
voltage of the NMOS transistor connected between VDD
and that input.). This turns off the PMOS transistors resided
in the arbiter, and thereby mitigates the NBTI and HCI
effects in the arbiter.

Fig. 16 An aging-resilient arbiter
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Fig.17 BER evolution of the proposed aging-resilient arbiter

Figure 17 represents the simulation results demonstrating
the impact of aging due to both HCI and NBTI on the
proposed aging-resilient arbiter in 80 °C during 20 months
of usage. In this experiment, the arbiter is activated (i.e.,
EN gets the value of ‘1’) in 10% of the PUF usage time,
while the PUF itself (the chain) was fully active (100%
activity). Comparing this result with the results shown in
Fig. 11 confirms the aging resiliency of the proposed arbiter.
As shown, the aging-resilient arbiter experiences the BER
~ 0.07 after 20 months of aging while in the original
arbiter BER reaches to & 0.24 after 20 months of aging.
Thereby, by using the proposed arbiter, BER is decreased
significantly.

6 Conclusion

In this paper we investigate the impact of aging on two
types of delay-PUFs, namely arbiter-PUFs and loop-PUFs.
In particular, we study the impact of switching activity and
temperature on the reliability of these targeted PUFs. The
simulation results show that the delay chains of the these
PUFs are slightly impacted by aging, while aging has a high
impact on the arbiters resided in the arbiter-PUFs. Aging
effect is exacerbated with high switching activity. Simula-
tion results show that the BER in arbiters can increase up
to 10~! after 20 months of aging with high switching activ-
ity whereas it reaches to 10~2 without activity. The results
confirms that loop-PUFs, and more generally the PUFs with
only combinatorial logics, are less sensitive to aging. How-
ever, sequential PUFs such as arbiter-PUFs, which use a
memory cell, e.g. an RS-latch, are much more impacted by
aging, and in particular, are more sensitive to the tempera-
ture. This confirms the necessity of developing anti-aging
mechanisms for arbiter-PUFs. Accordingly, we designed an
aging-resilient arbiter. The experimental results shows the
high resiliency of the proposed arbiter against aging com-
paring to the original arbiter used in this study. This paper
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extended the experiments to real silicon. The real silicon
observations validate the simulation results in confirming
the sensitivity of arbiter-PUFs to aging and the resistance of
loop-PUFs against aging.

We will extend the scope of this paper in our future
research and investigate the impact of aging on other type
of delay-PUFs including RO-SUM PUFs.
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