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Abstract—An adversary with physical access to a cryptographic
device may place the device under an external stress such as over-
clocking, and under-volting in order to generate erroneous outputs
based on which the keys can be retrieved. Among fault-injection
attacks, Fault Sensitivity Analysis (FSA) has received considerable
attention in recent years as in this attack the adversary does
not need to know the faulty output; rather he/she only needs
to know whether the injected fault has led to an error or not.
Although fault-injection attacks, and in particular FSA, have been
extensively studied in literature and a number of countermeasures
have been proposed to mitigate these attacks, the impact of device
aging on the success of these attacks is still an open question.
Due to aging, the specifications of transistors deviate from their
fabrication-time specification, leading to a change of circuit’s delay
over time. In this paper, we focus on the impact of aging in collision
timing attacks (one of the strongest variant of FSA attacks). The
corresponding results, realized by extensive HSpice simulations,
show that the aging-induced impacts can facilitate such an attack.
This calls for aging-resilient countermeasures that sustain the
security over the lifetime of the cryptographic devices.

I. INTRODUCTION

As the process technology paves its way to very-deep
sub-micron technologies, time-dependent degradation of the
electrical properties in CMOS circuits becomes more severe.
This phenomenon, so-called device aging, results in perfor-
mance degradation of circuits over time and eventually leads
to functional failures [1]. Among aging mechanisms, Bias
Temperature-Instability (BTI) and Hot Career Injection (HCI)
have received the lion’s share of attention considering their
dominant effect [2].

Aging jeopardizes device reliability by leading the device
to early malfunctions. To address such reliability concerns,
different aging-mitigation schemes have been proposed in liter-
ature [3, 4, 5]. These schemes mainly prolong device lifetime
and postpone aging-related malfunctions via running the device
at a lower frequency from the early stage of deployment (guard-
banding), enlarging transistors (gate-sizing), leveraging partial
recovery of BTI aging effects via injecting healing patterns
when the device is idle [6], and so on.

Albeit enhancing the reliability of circuits against aging
mechanisms, the aforementioned schemes cannot thoroughly
protect the device against aging-induced security threats such as
information leakage [7]. In practice, aging mitigation schemes
increase the device’s Mean Time To Failure (MTTF) but still
different parts of the device may experience small, yet different
aging-induced change of specification even in the presence of
such aging mitigation schemes. This deviation may facilitate

leaking sensitive information, in particular in cryptographic
devices which face the attacks making use of timing deviations.
One such example is Fault Sensitivity Analysis (FSA) proposed
in [8]. As another example we can point to the power analysis
attacks that benefit from aging-induced imbalances in the
supposed-to-be-balanced paths.

The impact of aging on the success of power analysis
attacks, in particular in the circuits equipped with dual-rail
countermeasures have been studied in recent literature [9], and
countermeasures to enhance the security of such circuits when
device aging comes into account have been proposed in [10].
However, to the best of the authors’ knowledge, there is no
study in the open literature that quantitatively discusses how the
security of cryptographic devices, that are under fault-injection
attacks, can be affected by device aging. Accordingly in this
paper, we fill the gap and focus on fault-injection attacks, and
in particular FSA. In short, we demonstrate that the attacker
can benefit from device aging when revealing the secret key
of cryptographic devices via FSA. More precisely, among the
FSA attacks we use the Collision Timing Attack (CTA) [8] and
investigate how its success is affected when the device is aged.

In general, FSA attacks rely on the dependency between the
secret intermediate values and the fault sensitivity of the device,
where fault sensitivity refers to a critical condition (e.g., clock
frequency or supply voltage) at which faulty outputs begin to
appear [11, 12]. As we show in this paper, due to the change
of transistors’ specifications and in turn the propagation delay
of the corresponding gates over the lifetime of the underlying
device, the success of the FSA attacks can be affected over
time. We discuss this impact in more details in Section III.

In sum, the contributions of this paper are as follows:
• Investigating the impact of aging on the vulnerability of

cryptographic devices against FSA attacks, in particular
against collision timing attack;

• Developing a simulation framework which integrates de-
vice aging into the feasibility assessment of the collision
timing attack;

• Conducting detailed HSpice MOSRA simulations to eval-
uate the effect of BTI and HCI degradation on the success
of the launched attacks.

The rest of the paper is structured as follows. Section II
discusses the preliminaries on aging mechanisms and their
impact on transistors’ electrical specification. Fault-injection
attacks and their success when device aging comes into account
are discussed in Section III. Section IV presents the circuitries



we target in this paper. The setup used for our practical inves-
tigations is introduced in Section V followed by the simulation
results and discussions. Finally, Section VI concludes the paper
and draws the future directions of this research.

II. AGING MECHANISMS

Aging mechanisms including Bias Temperature-
Instability (BTI), Hot Carrier Injection (HCI), Time Dependent
Dielectric Breakdown (TDDB), and Electro-Migration (EM)
result in performance degradation and eventual failure of
digital circuits over time. The first three mechanisms deal
with the gate oxides of transistors, while EM occurs in the
interconnect metal lines [13]. Among all aging mechanisms,
BTI and HCI are two leading factors in degradation of digital
circuits [14].

BTI refers to NBTI (Negative BTI) and PBTI (Positive BTI)
mechanisms; both result in threshold voltage increase in tran-
sistors during their lifetime. NBTI and PBTI occur in PMOS
and NMOS transistors, respectively. The impact of NBTI is
more dominant than PBTI beyond the 45 nm technology node.
However, with the introduction of high-k gate dielectrics and
metal gate transistors, PBTI effects can also be considerable.

A PMOS transistor experiences two phases of NBTI de-
pending on its operating condition. The first phase (i.e., stress)
occurs when the transistor is ON (Vgs < Vt). Here, positive
interface traps are generated at the Si-SiO2 interface leading
to an increase of the threshold voltage. The second phase (i.e.,
recovery) occurs when the transistor is OFF (Vgs > Vt). In
this phase, the threshold voltage drift occurred during the stress
phase is partially recovered. The BTI-induced threshold voltage
drifts depend on the physical parameters of the transistor
under stress, supply voltage, temperature, and stress time [15].
The last three parameters (so-called external parameters) are
generally used to accelerate the aging process. Note that PBTI
affects NMOS transistors in a similar way that NBTI affects
PMOS transistors. Figure 1 shows the NBTI-induced change
of threshold voltage in a PMOS transistor that was under
continuous stress during 6 months (always ON) and the one
that is alternatively ON and OFF every other month.

Fig. 1: Threshold-voltage shift of a PMOS transistor under NBTI effect [13].
Values on Y axis are not shown to make the graph generic across different
silicon foundries and technological nodes.

HCI occurs when hot carriers are injected into the gate
dielectric during transistor switching and remain there. HCI
is a function of switching activity and degrades the underlying
circuit by shifting the threshold voltage and the drain current of

transistors under stress [16]. HCI is impacted by temperature,
clock frequency, usage time, and activity factor of the transistor
under stress, i.e., the percentage of cycles in which the transistor
is switching [14]. HCI, unlike BTI, does not have any recovery
phases.

III. FAULT INJECTION ATTACKS

To recover the secret key of cryptographic devices, an
adversary may benefit from injecting transient faults in the
target circuit by over-clocking, under-volting, electromagnetic
perturbation or laser exposure. In this paper, we target the faults
injected by over-clocking the circuit. Such faults can result in
setup-time violations; generating erroneous outputs.

Fault-injection attacks can be categorized into two main
groups. The first group includes the attacks that rely on
the value of the erroneous outputs. Differential Fault Analy-
sis (DFA) [17] is among such attacks. However, for the second
group, e.g., FSA [18], the faulty output value is not required,
and the adversary only needs to know whether the injected fault
has led to an error or not. Indeed, in FSA attacks the adversary
exploits the dependency between the secret intermediate values
and the time requires by a combinational circuit to compute the
output with respect to the given input.

Device aging is not expected to change the effect of over-
clocking-injected faults on erroneous results of the circuit.
Thereby, the success of DFA attacks should not be impacted
by aging. However, the situation is different for FSA attacks,
as the success of such threats highly depends on the delay
measurements carried out during the attack, and these delays
in turn are subject to change by device aging over the device
lifetime. As the magnitude of the aging-induced delay change
for each gate depends on its type and workload, different gates
embedded in the underlying circuit may experience different
aging degradation. This, in turn, can affect the success of the
FSA attacks, on which we mainly focus in this paper.

Collision Timing Attack (CTA): This attack, presented in [8],
is based on linear collision concept. This refers to the case in
which two instances of the same block in a circuit process
the same value. The underlying idea lies on the fact the
propagation time of different S-Box instances embedded in
the circuit are very similar when they are fed with the same
inputs. The propagation time refers to the time required for
the S-Box output to get stable since its inputs changed. This
attack reveals the linear difference between the keys associated
to two different S-Boxes; thus, after successfully accomplishing
this attack, by guessing the key of one S-Box, the other key
portions can be recovered.

Assume that a round-based implementation of Advanced
Encryption Standard (AES-128) encryption function is attacked
at the 10-th cipher round. As this round does not include
MixColumns, the propagation time between its input and output
is mainly the propagation time of the S-Boxes followed by last
Key-XOR. To perform CTA at this round exemplary targeting
S-Box1 and S-Box2, first the timing characteristic of S-Box1

is extracted as T o
1 =

〈
PT 0

1 , . . . , PT 255
1

〉
where PT y

1 denotes
the propagation time of S-Box1 followed by a Key-XOR
with k1 when producing the value y at its output. Similarly,



T o
2 =

〈
PT 0

2 , . . . , PT 255
2

〉
represents the timing characteristics

of S-Box2 followed by a Key-XOR with k2, where PT y
2

stands for propagation time when the corresponding output is
y. Then, CTA applies the correlation between T o

1 and different
permutations of and T o⊕∆k

2 for all possible value guesses of
∆k = k1 ⊕ k2. When propagation times are measured with
enough accuracy, ∆k with maximum correlation should denote
the most probable keys difference.

Measuring the Propagation Time: In order to extract the
propagation time of the targeted S-Box to fill e.g., T o

1 , first
a nominal clock period at which the circuit operates properly
is considered. Then, the clock period is gradually decreased
(by means of a clock glitch) until an erroneous value on the
corresponding output is observed. The minimum clock period
leading to a correct output is then taken as the propagation time
for the corresponding fault-free output value. This process is
repeated for all 256 possible output values to fully fill T o

1 . Note
that the same processes should be conducted for all targeted S-
Boxes, i.e., all T o

1≤i≤16. Figure 2 shows an example leading
to the conclusion that the corresponding propagation time is
12.4 ns.

Fig. 2: A sample of extracting propagation time [8].

IV. TARGETED ARCHITECTURES

The AES is a block cipher with 128-bit blocks and three dif-
ferent key lengths of 128, 192, and 256 bits. AES-128 includes
10 rounds where all rounds except the last one consists of four
operations: SubBytes (S-Box), ShiftRows, MixColumns, and
AddRoundKey. The last round (round 10) misses MixColumns
but includes the other three operations.

Here, we mainly target the S-Box module, since it is the most
interesting target for the adversaries due to its high algebraic
degree and the involvement of the secret key right before and
right after its application, at the first and last encryption rounds
respectively. In particular, we target three implementations of
S-Box explained below.

Normal S-Box: We refer to the implementation proposed
by Canright in [20] as “Normal S-Box”. This is a compact
implementation of AES S-Box realized through multi-level
representation of arithmetic in GF (28). The low-area overhead
of this implementation makes it a suitable option specially for
ASIC applications.

PPRM1 S-Box: Morioka et al. proposed a low-power ar-
chitecture for the AES S-Box called Positive Polarity Reed-
Muller (PPRM) at CHES 2002 [21]. Their basic structure
consists of a leading AND plane (an array of AND gates)
followed by an XOR plane as depicted in Figure 3. To reduce
the power consumption, this implementation tries to avoid
dynamic hazards as much as possible. To do so, the circuit
is implemented such that all gates receive their entire inputs
simultaneously (more precisely, as close as possible in time).
This can be achieved if all inputs of each gate are in the same
logical depth with respect to the primary inputs.

Fig. 3: Structure of PPRM1 S-Box [18].

PPRM3 S-Box: To reduce the large area overhead of PPRM1;
owing to its 2-level circuitry, PPRM3 has been proposed
in [21]. The PPRM3 S-Box, shown in Figure 4, is a multi-
stage PPRM that is compact has low-power consumption. As
shown, the three sub-components are included in PPRM3 (i.e.,
pre-inversion, inversion, and post-inversion), each of which is
built upon an AND plane followed by an XOR plane.

Fig. 4: Structure of PPRM3 S-Box [21].

V. PRACTICAL RESULTS AND DISCUSSIONS

A. Setup

In this research, we implemented round 10 of the AES-128
encryption function with three different S-Box architectures
whose details are given in Section IV. Each implementation
includes 16 S-Box modules, while each one contributes in
computation of a ciphertext byte.

These circuits are implemented at the transistor level using
45 nm Nangate technology [22]. For transistor-level simula-
tions, we used Synopsys HSpice and the built-in HSpice
MOSRA Level 3 model to evaluate the impact of NBTI and
HCI aging In order to realize process variations in our target
circuits, we considered Gaussian distribution for transistor gate
length L: 3σ = 10%, threshold voltage VTH : 3σ = 30%,
and gate-oxide thickness tOX : 3σ = 3%. The circuits are
then simulated for the supply voltage of 1.2 V and at the
temperature of 105 ◦C for different aging durations up to 7



years of operation in steps of one year. During the course of
aging, all 16 S-Boxes are fed with randomly generated inputs,
thus experiencing different aging-induced stress rate.

At each aging stage, following the procedure explained in
Section III, we extracted the propagation time of each S-Box
module followed by a Key-XOR for all possible output values.
More precisely, we collected PT o

i for possible output values
o ∈ {0, . . . , 255} and all S-Box modules 1 ≤ i ≤ 16 as the
minimum clock period required to generate the correct output.
In our simulations with V dd=1.2 V, we considered logical value
of ‘1’ for the signals with the voltages beyond 1 V, and the
logical value of ‘0’ for the signals with the voltages below
0.2 V. The value is considered as unstable if its voltage is in
the range of (0.2 V, 1 V). Figure 5 shows an example where the
correct output is ‘1’. Here, the propagation time is 300 ps.

Fig. 5: Propagation time of the S-Box’s LSB output when the S-Box is fed
with 0xA9.

B. Results and Discussions

1) Effect of Aging on the Propagation Time: The first set
of the results depicts the impact of aging on the propagation
time of the S-Boxes. We compare two PPRM3 S-Boxes (among
the 16 instances); so-called S-Box1 and S-Box2. Figure 6(a)
shows the measured propagation time of S-Box1 when it is
fresh (not aged) as well as when it has been used for 7 years.
As expected, the S-Box propagation time increases during the
course of aging. A similar trend, yet with a slight different
rate, is observed in Figure 6(b) for S-Box2, e.g., for the input
value of 0x93, the propagation time of S-Box1 and S-Box2 are
increased from 310 ps and 309 ps to 342 ps and 338 ps, hence
10.3% and 9.3% increase, respectively.

Another observation that can be made from this set of
experiment is the deviation of propagation delays of different
paths in these S-Boxes from each other after the course of
aging. As will be shown in the next set of results, such deviation
will ease the CTA attack. Figure 6(c) shows the difference in
propagation delays of S-Box1 and S-Box2 in a new device (left)
versus a 7-year old device(right). As depicted, such difference
is in the range of [-16ps,4ps] and [-52ps,20ps] for new and
7-year old devices, respectively.

Note that the difference in the propagation delay of different
S-Box instances for a fresh device is due to the intra-die
process variations occurring in the manufacturing process. This
difference between propagation times is augmented during the
course of aging as each S-Box module may receive a different

(a) S-Box1 (PT1)

(b) S-Box2 (PT2)

(c) PT1 - PT2

Fig. 6: The effect of aging on the propagation time of S-Box1 and S-Box2
when device is fresh and 7-year old.

set of inputs and the workload during the aging period (usage
time) in turn affecting the aging rate.

2) Mutual Information: In this research the propagation
times are captured in simulation environment, i.e., noise free
measurements. To mimic a real-silicon experimental setup,
we artificially added noise with Gaussian distribution to the
extracted propagation time values, and assessed the suscepti-
bility of attacks on the underlying circuit to the noise level
using the Mutual Information (MI) metric; an information
theoretic analysis scheme presented in [23] and applied, e.g.,
in [24, 25]. In this analysis, it is supposed that the noise follows
a Gaussian distribution centered to each extracted propagation
time. Hence, MI is estimated by means of conditional entropy
using Equation (1) where L denotes the leakages (propagation
time of S-Box) and S is the selected intermediate value (in our
case: the S-Box output). The conditional entropy (i.e., H[S|L])
can be estimated using Equation (2).

I(S;L) =H[S]−H[S|L] (1)

H[S|L] =−
∑
s

Pr[s]

∫
Pr[l|s]× log2 Pr[s|l]dl (2)

This analysis extracts a curve for mutual information be-
tween propagation delays and the S-Box output over the
standard deviation of a Gaussian noise. It estimates the amount
of noise required to avoid the exploitability of leakages. To
perform such analysis, we targeted a single S-Box of each



architecture, and obtained the estimated MI while increasing
the noise standard deviation.

Fig. 7: Mutual Information curves associated to normal S-Box output for
different aging durations.

Figure 7 demonstrates the MI for normal S-Box. As depicted,
the MI drops with higher amount of noise when the circuit is
aged. We highlight a zoomed part of the figure for the sake of
clarity. As shown, the aged circuits have higher mutual infor-
mation compared to a fresh device; thereby, higher amount of
noise is required to hide the leakage in case of the aged circuits.
The mutual information associated to PPRM1 and PPRM3 S-
Boxes are shown in Figure 8 and Figure 9, respectively. Both
circuits follow the same trend as described for the normal S-
Boxes, i.e., aging is expected to increase the susceptibility of
devices to FSA attacks.

Fig. 8: Mutual Information curves associated to PPRM1 S-Box output for
different aging durations.

Fig. 9: Mutual Information curves associated to PPRM3 S-Box output for
different aging durations.

3) Attack: The next set of results shows the effect of aging
and noise on the required number of measurements to reveal
the correct ∆k. Similar to real-silicon attacks where we need

to repeat a measurement several times to mitigate noise effects,
in our simulations we artificially added Gaussian noise to each
extracted propagation time value 1000 times, hence generating
1000 noisy measurements per S-Box output followed by a
Key-XOR (totally 256,000 values). We performed this process
on the propagation time of the fresh PPRM3 circuit as well
as the 7-year old one. After performing the CTA attack (as
explained in Section III) on such noisy measurements of two
S-Box modules, we obtained the correlation curves presented in
Figure 10. The other designs (i.e., normal and PPRM1 S-Boxes)
show a very similar result; all confirming that aging can help
the adversary in attacking the device via CTA. In particular,
as Figure 10 depicts, for a fresh device it takes around 600
measurements to recover the secret. This number is decreases
to 350 for a 7-year old device. This confirms that less effort is
required to attack aged devices compared to the fresh ones.

(a) Age = 0

(b) Age = 7 years

Fig. 10: Result of the attack on the last round of AES recovering ∆k between
key bytes of the targeted S-Box modules on a fresh and a 7-year old circuit;
(left) using 1000 measurements and (right) over the number of measurements.

4) Success Rate: This set of results investigates the success
rate of CTA attack targeting our three S-Box architectures
in different aging durations. We have conducted the above
explained attack while artificially adding Gaussian noise with
4 different standard deviations σ. We further repeated each
experiment 100 times for each of the considered noise level
and report the average corresponding success rates, i.e., the
number of key bytes which are correctly revealed. Figure 11
shows the results targeting all key bytes for the normal S-Box
architecture. As depicted, in lower noise levels (σ = 36×10−12

and σ = 72 × 10−12), the success rate is 100% regardless
of aging duration. However, the aging effect is observable in
higher noise levels, i.e., the attack has a higher success rate
in aged devices compared to the fresh one. For example, as
shown in Figure 11, when σ = 144 × 10−12, the success rate
is dropped drastically in both new and aged devices, yet with
different rates, i.e., the success rate is 47% for a fresh device,
while 60% when the device is aged for 7 years.



Fig. 11: Attack success rate in different aging durations for normal S-Box.

We repeated the above experiment for PPRM1 and PPRM3
S-Box architectures. As shown in Figure 12, the success rate
of the attack on PPRM1 is 100% for all new and aged devices
for σ = 100 × 10−12. However, for higher noise levels aged
devices are more vulnerable to CTA than the fresh one. Here,
the success rate of CTA targeting a 7-year old PPRM1 circuit
is 18.2% for σ = 400 × 10−12 yet 14.2% for a fresh device.
PPRM3 module follows a very similar trend where the CTA
success rate is increased by aging for higher noise levels.
The takeaway point from these observations is that aging can
facilitate the CTA attack, increasing the success of the attack
through its course of usage.

Note that – compared to the other 2 architectures – different
noise levels have been considered for PPRM1 circuit. This is
due to the difference in their critical path delay that results in
different range of propagation times. In our experiments the
critical path delay for PPRM1 is approximately 2500 ps while
it is 7 00ps for both normal S-Box and PPRM3 architectures.

Fig. 12: Attack success rate in different aging durations for PPRM1 S-Box.

Fig. 13: Attack success rate in different aging durations for PPRM3 S-Box.

VI. CONCLUSIONS AND FUTURE DIRECTIONS

In this paper, we investigated the impact of device aging on
the success of fault sensitivity analysis attacks, and in particular
collision timing attacks, launched on three known implemen-
tations of the AES S-Box. By means of HSpice simulations,
we quantitatively showed that the aging-induced deviation of
the transistors’ specification over time can be beneficial when
recovering the secrets by collision timing attacks. We plan
to extend this study by real-silicon experiments and develop
aging-resilient countermeasures that remain secure during the
course of usage.
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