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Abstract

As multi-agent systems grow in size and complexity, social
networks that govern the interactions among the agents will
directly impact system behavior at the individual and collec-
tive levels. Examples of such large-scale, networked multi-
agent systems include peer-to-peer networks, distributed in-
formation retrieval, and agent-based supply chains. One way
of dealing with the uncertain and dynamic nature of such en-
vironments is to endow agents with the ability to modify the
agent social network by autonomously adapting their local
connectivity structure. In this paper, we present a framework
for agent-organized networks (AONs) in the context of multi-
agent production and exchange, and experimentally evaluate
the feasibility and efficiency of specific AON strategies. We
find that decentralized network adaptation can significantly
improve organizational performance. Additionally, we ana-
lyze several properties of the resulting network structures and
consider their relationship to the observed increase in organi-
zational performance.

Introduction and Related Work
The success of both real and artificial organizations is depen-
dent upon a structure that facilitates effective and efficient
behavior at the individual and organizational levels. In many
multi-agent system applications, groups of agents must co-
ordinate to solve problems, efficiently distribute goods or
services, form teams to accomplish tasks, and collect and
share information. In these domains, the organizational
structure, or the agent social network, has a direct impact on
the performance of the agent society. Our goal is to enable
agents to autonomously adapt their local network connec-
tivity, providing organizations with a level of social intelli-
gence and an organizational learning capability.

In this paper, we develop an approach for implementing
agent-organized networks (AONs) in the context of a multi-
agent production and exchange economy (Wilhite 2003).
Potential application domains for this work include the man-
agement and formation of supply chain networks (Geunes &
Pardalos 2003; Fox, Barbuceanu, & Teigen 2000), peer-to-
peer (P2P) networks (Ramanathan, Kalogeraki, & Pruyne
2002), and distributed information retrieval (Yu & Singh
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2003). Researchers have recently emphasized the necessity
of decentralized, bottom-up supply chain formation:

“To achieve the oft-expressed visions of dynamically
forming and dissolving business interactions requires
automated support forsupply chain formation, the pro-
cess of bottom-up assembly of complex production and
exchange relationships.” (Walsh & Wellman 2000)

Related to our work in economically motivated AONs,
network formation has been studied in economic game the-
ory (Jackson 2003), including applying reinforcement learn-
ing to refine partner selection in repeated games (Skyrms
& Pemantle 2000). Small-scale trade networks and partner
selection have been studied in agent-based computational
economics (Tesfatsion 1997), and reinforcement learning
has been proposed as a way to learn effective agent inter-
actions based on reputation in multi-agent market environ-
ments (Tran & Cohen 2003). Dutta and Sen examined learn-
ing cooperative relationships for efficient task completion
using a “simple reinforcement scheme” (2003).

Our work extends and differs from the previous research
in two important ways. First, we take a bottom-up approach
to network formation, maintaining the resource, cognitive,
and communication limitations implied by an initial agent
social network. Second, we explicitly analyze the structure
of the agent social network resulting from various decen-
tralized adaptation strategies. Two assumptions guiding our
approach are the lack of a central broker or global search ca-
pability and the assumption that the agents may not be under
the control of a single authority.

The goals of this paper are to provide a framework for
bottom-up AONs and to demonstrate the feasibility of ap-
plying AONs to improve the performance of an organiza-
tion of economically motivated agents. We are particu-
larly interested in developing agent-initiated network adap-
tation strategies that are realistic, feasible, and efficient. We
first describe a general multi-agent production and exchange
model and the AON framework. We then present exper-
imental results demonstrating the feasibility of AONs for
multi-agent production and exchange.

Multi-Agent Production and Exchange
In order to study mechanisms for AONs in multi-agent
economies, we selected a simple, generic, yet realistic model



of a production and exchange economy. In this section, we
describe the model, and discuss the effects of agent social
structures on the organization’s ability to distribute goods.

A Model of Production and Exchange
The basis for the model was first presented by Wilhite (2001;
2003). Each agent is given an initial endowment of two dis-
tinct goods, and has a fixed production capacity. At each
time step, each agent is allowed to choose whether to trade
or to produce. The goal of the individual agents is to maxi-
mize their utility. The model assumes that agents are purely
selfish (i.e., they select the action that maximizes their util-
ity) and completely truthful (i.e., they always provide perfect
information during negotiation and trade).

Let there ben agents in the economy and two goods,g1

andg2, whereg2 is infinitely divisible andg1 must be traded
in whole units.1 The utility of agenti is

U i = gi
1g

i
2. (1)

It follows that if an agent possesses a total ofG = g1 + g2

goods, then the optimal allocation isg1 = g2.
In the original model, the agents were given the ability

to produce a set amount of both goods. In order to promote
trading among the agents, we restrict the agents to being able
to produce one good. This restriction requires that agents
trade to maximize utility. Assuming that agenti is a pro-
ducer ofg1, ∆gi

1 ∈ [1, q] and∆gi
2 = 0 (and likewise for

producers ofg2) whereq is a model parameter. This allows
for a society of heterogeneous agents, in which some are ef-
fective producers and others are poor producers. The latter
must rely more heavily on trade to increase their utility.

At each iteration, the agents are selected in random order
and are allowed to negotiate (i.e., determine the price of trad-
ing) with m other agents. The selected agent then chooses
the action—trade with one of them agents or produce—that
maximizes its utility. In negotiation, each agent truthfully
reveals theirmarginal rate of substitution,

mrsi =
δU i/δgi

1

δU i/δgi
2

=
gi
2

gi
1

. (2)

When the two negotiating agents’ marginal rates of substi-
tution differ, there is an opportunity for mutually beneficial
trade between the two agents (Wilhite 2003). Assuming that
agenti is negotiating with agentj, the next step in the nego-
tiation process is to calculate the exchange price:

pi,j =
gi
2 + gj

2

gi
1 + gj

1

. (3)

The agents must also take into account the trading taxτ ,
which is given as a model parameter. Assuming that agenti
is trading one unit ofg1 for pi,j units ofg2 with agentj, the
tax is applied to the transaction such that

gi
1 = gi

1 − (1.0 + τ) and gj
2 = gj

2 − (1.0 + τ)pi,j . (4)

1Forcingg1 to be traded in whole units is to simplify the price
formation and trading process. It is claimed that this adds realism
to the model (Wilhite 2003).

The agents repeatedly trade in this manner until the ex-
change no longer increases the utility of either agent. Dur-
ing negotiation, the agents do not actually exchange goods;
rather, the active agent computes the change in utility
∆U i(j) that would result from trading with each of them
agents with whom it has negotiated. The agent also calcu-
lates its change in utility after production:

∆U i(g1) = (gi
1 + ∆gi

1)g
i
2, (5)

assuming that agenti is a producer ofg1. Finally, the agent
selects the action that results in the largest∆U i and then all
of the goods are either exchanged or produced accordingly.

This model was originally studied in the context of
global price conversion and the roles that individual agents
adopted: heavy traders, heavy producers, and specialized
producers. The nature of the interactions in the initial study
was based on each agent selectingm other agents at random
to interact with at each time step (Wilhite 2003). Here, we
refer to this interaction paradigm asrandom mixture, and use
it as a baseline for performance in our experiments.

An alternative to random mixture is to embed the agents
in a fixed network topology and only allow agents that are
directly connected to negotiate and trade. It has been shown
that network structure has a direct impact on the rate at
which the economy converges on a global price (Wilhite
2001) when the agents only trade (i.e., have no production
capacity). In the next section, we demonstrate this depen-
dence using a larger set of network structures and include
the production capabilities of the agents.

Effects of Trading Structure
In order to evaluate the efficiency of the trading network, we
introduce a global measure for theskewof goods,

S =
∑

i(g
i
1 − gi

2)
2∑

i(g
i
1 + gi

2)2
. (6)

Intuitively, S measures the total imbalance of the two goods
for all of the agents, relative to the total amount of goods in
the system. Since the agents in our model can only produce
one of the two goods, trade is the only way for an agent to
balance its distribution of goods (i.e., move towardgi

1 = gi
2).

To motivate the need for AONs, we measured skew af-
ter 500 iterations of the model for each of five static net-
work structures: one-dimensional lattices(agents orga-
nized in a ring, connected only to their nearby neigh-
bors),two-dimensional lattices(agents organized in a two-
dimensional toroidal grid),one-dimensional small-worlds
(one-dimensional lattice with a small percentage of connec-
tions randomly rewired to provide “short-cut links” (Watts
& Strogatz 1998)),random graphs (connections exists be-
tween agentsi and j with probability p (Erdos & Renyi
1959)), andstar topologies (hub agents are connected to
all other agents in the system, approximating a scale-free
network (Albert & Barab́asi 2002)).

Figure 1 shows the average skew for 25 trials for the
five network structures as a function ofτ . (The error bars
are 95% confidence intervals.) All of the network structure
were parameterized to have the same number of nodes (i.e.,
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Figure 1: Average skew as a function of the trading tax for
various static network structures.

agents) and connections as the two-dimensional lattice (400
agents and 800 undirected connections).

As expected, there is a statistically significant difference
in the resulting skew for the different network structures in
line with previous results (Wilhite 2001). Interestingly, the
star topology yields the lowest skew when there is no tax
on trading since the central agents, or hubs, serve as “clear-
inghouses” for the goods produced by the agents on the pe-
riphery of the network. As the tax is increased, these central
agents can no longer “afford” to serve as clearinghouses.

The dramatic effect that the network structure has on the
performance of the production and exchange economy mo-
tivates our research on decentralized mechanisms that allow
individual agents to adapt their local network connectivity.

AONs in the Multi-Agent Economy
The termagent-organized network(AON) refers to an adap-
tive agent interaction topology where individual agents
change their local connectivity in real time. AONs are well
suited for dynamic agent environments in which multiple
authorities are responsible for the development and deploy-
ment of the agents. They are also useful when agents only
have access to local, and potentially uncertain, information.

Compared to centralized network adaptation methods, the
design of AON mechanisms presents a set of unique chal-
lenges. First, the agents must base their decisions on lo-
cal, incomplete information. This can lead to poor adapta-
tion decisions that will need to be corrected in the future.
AONs also involve decentralized and simultaneous adapta-
tion, which could negate the benefit of adaptation. That is, if
two “nearby” agents in an organization decide to adapt their
local connectivity simultaneously, they could both end up in
worse positions in the network, even though each adaptation
alone may have led to an improvement.

We are only concerned with AON strategies that preserve
the resource, cognitive, and communication constraints of
the starting network topologies. Therefore, we do not allow
for a change in the number of connections in the network:
agents can onlyrewire (i.e., they must drop a connection to
one neighbor and simultaneously add a connection to a dif-
ferent agent). This allows for unbiased comparison between

static network structures and adapted network structures re-
sulting from AON strategies.

Our current approach is inherently bottom-up: we start
with an existing network structure and attempt to boot-
strap the structure into a more efficient organization. This
is in direct contrast with previous top-down approaches,
which assume that all agents can initially interact with all
other agents; over time, the agents learn (generally through
some form of reinforcement) to prefer interacting with cer-
tain other agents (Skyrms & Pemantle 2000; Wilhite 2003;
Tran & Cohen 2003). While the top-down approach is rea-
sonable, it does assume a global search mechanism which is
not realistic for many applications.

An AON Framework
Our AON framework consists of three components: decid-
ing when to adapt, selecting which connections to rewire,
and selecting agents for new connections.

Deciding When to Adapt The intuition here is that an
agent will not change its local network connectivity as long
as the agent maintains a certain level of positive change in
utility. Let V i

t be theexpected change in utilityfor agenti at
time t. We update the value of an agent’s expected change
in utility using an exponentially weighted moving average:

V i
t+1 = V i

t + α(∆U i
t − V i

t ), (7)

where∆U i
t is the change in utility at the current time step

andα is the learning rate. In the context of the production
and exchange economy, the expected change in utility is the
expected level of growth and∆U i

t is the resulting change
in utility following all trading (initiated by any agent) and
production. Modeling the expected increase in utility in this
way, an agent will chooses to adapt whenV i

t < Θ.

Deciding Which Connections to Rewire This decision is
also based on an exponentially weighted moving average.
Each agent maintains aconnection valuefor each of its local
connections, updated using the equation:

W i,j
t+1 = W i,j

t + β(T i,j
t − W i,j

t ), (8)

whereT i,j
t is the actual value of the connection at timet and

β is the connection learning rate. In the production and ex-
change economy,T i,j

t is the number of trades made using
that connection at timet. The maximum value forT i,j

t is
2, since bothi andj could possibly initiate trade along this
connection at a given time step as the connections are undi-
rected. When an agent decides to adapt its local network
structure, it rewires each connection ifW i,j

t < Φ.

Deciding Where to Make A New Connection This is
perhaps the most challenging part of the framework. There
are many candidate approaches for determining the desti-
nation agent of a new connection. One approach,random
selection, is to select a new agent to connect with at ran-
dom. Similar to random mixture, random selection implies
the existence of a global search capability.



Another approach for establishing new connections isre-
ferrals. Referrals are more realistic than random searches in
a decentralized environment, but referrals come with their
own set of challenges. One such challenge is the possibility
of disconnecting the network (i.e., breaking the network into
disjoint components). The potential for referrals to discon-
nect the network is problematic as referrals cannot reconnect
a disconnected network. To avoid this problem, we develop
a special class of referral-based adaptation strategies.

AON Strategies
We present three AON strategies based on the notion ofpush
referrals. For the remainder of the paper, we will use the no-
tationNj(i) to represent the set of agents that are neighbors
of agentj but not neighbors of agenti.

Definition 1 Assuming that agenti is adapting its connec-
tion to agentj, a push referral is a local rewiring byi from
j to an agent inNj(i).
Although restrictive, push referrals have a highly intuitive
interpretation, especially in cooperative multi-agent sys-
tems. Imagine going into a store to purchase a certain prod-
uct. If the store is out of that product, it is reasonable to
ask the salesperson for a recommendation of a nearby loca-
tion that may have the product in stock. Besides its intuitive
appeal, given an initially connected network of agents (i.e.,
one component), an AON that is a sequence of push referrals
guarantees that the network will remain connected.

We propose three strategies for push referral AONs. The
methods described in the previous section are used to deter-
mine when to adapt and which connections to rewire. The
following three push referral heuristics are used to select the
agent for the new connection.

• Random Referral: agentj randomly selects an agent
r ∈ Nj(i) to refer. The probability thati establishes a
connection with agentr is P (i ; r) = 1/|Nj(i)|.

• Degree Referral: agentj selects an agentr ∈ Nj(i)
to refer with probability proportional to the degreekr of
agentr. The probability that an agent is selected is

P (i ; r) =
kr∑

l∈Nj(i)
kl

. (9)

This referral strategy is based on our analysis of static net-
works and the finding that the star topology (under low
trade taxτ ) is an efficient structure. There is a large
amount of research on the ubiquity of scale-free networks,
for which the canonical formation model is preferential
attachment by degree (Albert & Barabási 2002).

• Production Referral: agentj selects an agentr ∈ Nj(i)
to refer with probability proportional to agentr’s ability
to produce the complimentary good of agenti. The prob-
ability of a new connection betweeni andr is

P (i ; r) =
e∆gr

2∑
l∈Nj(i)

e∆gl
2
, (10)

assuming that agenti is a producer ofg1. This referral
strategy is designed specifically for the structure of the

model. While this strategy favors agents that produce a
large amount of the complimentary good, the probability
distribution allows for connections with agents that are
not producers of the complimentary good (ase0 = 1).

We next present experimental evaluations of these strategies
and analyze the resulting network structures.

Experiments and Results
In this section, we provide a representative sample of our re-
sults. For the experiments, the model was parameterized fol-
lowing Wilhite (2003; 2001):n = 400, q = 30, τ = 0.05,
and the initial endowments were chosen uniformly at ran-
dom from the interval[1, 60]. The AON learning and thresh-
old parameters were set atα = β = 0.1 andθ = Φ = 0.1.
Finally, the agents’ expected utilities,V i, and the values
of the connections,W i,j , were all initialized to 1.0. Our
findings for a wide range of parameter settings were quali-
tatively similar to the results presented in this section.2 The
parameter that affected performance of the AON strategies
the most was the initial network topology (see Table 1).
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Figure 2: Average skew relative to the initial skew over time
for the various AONs, random mixture, and no adaptation.
The initial networks are two-dimensional lattices.

Figure 2 shows the relative average skew over time. We
chose to present the results starting from two-dimensional
lattices since they performed the best in our study of static
networks. The three benchmarks are the lattice withno
adaptation, random mixturewith m = 4 (as the initial de-
gree of every agent in the lattice is 4), and therandom selec-
tion AON strategy. We include the random selection strat-
egy as it provides an estimate of the theoretical potential of
AONs. The data are the average of 25 simulations and the
error bars are 95% confidence intervals.

There is a statistically significant decrease in skew over
time for both the degree and production referrals compared
with no adaptation and the random referral. This is expected

2We experimented with a range of learning parameters (i.e.,
α, β, θ, Φ ∈ [0.01, 0.2]) and found only that the rate of learning
was affected. Similarly, only the scale of the skew values and not
the relative performance of the various strategies was affected for
a range of values ofq, the initial endowments, andτ . The initial
values forV i andW i,j had little effect on the performance as long
the initial values hadV i > θ andW i,j > Φ.



since the degree and production referral strategies are ex-
ploiting the structure of the environment. Note that while
their confidence intervals overlap, as time progresses, the
production referral shows a slight advantage over that of the
degree referral. Finally, the performance of random selec-
tion suggests that there remains room for improvement in
the design of AON strategies.

2D lattices 1D lattices random graphs
rs 54.2 (7.53) 82.3 (2.84) 47.7 (10.9)
pr 33.6 (9.75) 58.1 (5.43) 1.12 (10.9)
dr 23.4 (5.99) 57.9 (4.66) -13.2 (7.50)
rr 2.41 (6.53) 49.4 (4.98) -41.7 (7.61)

Table 1: Percentage decrease in skew compared with no
adaptation starting with two-dimensional lattices (S =
0.015), one-dimensional lattices (S = 0.040), and random
graphs (S = 0.014). (rs = random selection, pr = produc-
tion referral, dr = degree referral, rr = random referral.)

As mentioned above, the starting network has a signifi-
cant effect on the performance of the adaptation schemes.
Table 1 shows significant decrease in skew as a result of
adaptation starting from one dimensional lattices. Alterna-
tively, the utility of the referral-based adaptation strategies is
significantly diminished when the initial network topologies
are random graphs. We hypothesize that this is related to the
lack of structure and the short average path length of ran-
dom graphs. At the same time, random selection provides
a significant increase over the static random graph demon-
strating the utility of adaptation and reiterating the need for
well designed AON strategies.

Comparing the push referral strategies to the non-referral
strategies is somewhat misleading, since the current model
does not factor the cost of searching and rewiring. It is
important to factor the cost of searching, since the non-
referral strategies requireO(n) searches for any adaptation,
where the push referral adaptations requireO(1) searches
(on average). For random mixture, every agent, at ev-
ery time step, randomly selectsm agents from the pool of
n−1 agents; each agent effectively performsn−1 searches
andm “rewirings” at each time step. In our experiments,
m = 4 and n = 400, yielding n(n − 1) = 159, 600
searches andnm = 1, 600 rewirings during each time
step. In comparison, each of the AON strategies (including
random selection) experimentally averaged approximately
3,600 rewirings over the entire 500 time steps. The push
referral strategies averaged three searches for each rewiring
(since the average number of connections of an agent is al-
ways four), resulting in only 10,800 total searches. There-
fore, the push referral based AON strategies yield a 99.99%
decrease in the number of searches and a 99.55% decrease
in the number of rewirings compared to random mixture.
Although random selection averaged the same number of
rewirings as the push referral strategies, it requires signif-
icantly more searches. An agent using random selection
must effectively search the entire organization for each new
connection, with the exception of the agents with whom
the adapting agent is currently connected. This results in

n − m − 1 = 395 searches for each rewiring. Therefore,
the push referral strategies decreases the number of neces-
sary searches by 99.2% compared to random selection. As
a result, push referral AON strategies will provide a more
scalable solution for network adaptation over global search
strategies when searching is costly.

Discussion
To better understand the behavior of the AON strategies, we
collected structural statistics of the networks before and af-
ter AON adaptation. The mean path lengthD is the average
shortest path between all pairs of agents in the network (Al-
bert & Barab́asi 2002; Newman 2003). The clustering coef-
ficientC is the ratio of transitivity (i.e., triangles) in the net-

work. We use the localized calculation,C = 1
n

∑
i

2|Ei
k|

ki(ki−1) ,

whereEi
k is the set of connections among theki neighbors

of agenti, andki is the degree of agenti (Newman 2003).
The production–degree correlationPk is the standard cor-
relation between the degree of the agents in the network
and the amount they produce (of either good). Finally, we
measured the production correlationρ(∆g1,∆g2) of adja-
cent agents in the network using an adaptation of Newman’s
assortativity measure, which is a version of Pearson’s cor-
relation coefficient (Newman 2003). Note thatρ ∈ [−1, 1],
where a strong positive value means large producers of one
good are more regularly adjacent to large producers of the
opposite good, and a strong negative value suggests that
large producers of one good are more regularly adjacent to
weak producers of the opposite good.

The table in Figure 3(a) shows the average values of these
statistics for 25 simulations starting from two-dimensional
lattices. On the left of Figure 3(b) is a rendering of the ini-
tial two-dimensional toroidal lattice. On the right is an ex-
ample of a network resulting from the production referral
strategy. The table shows that the initial network structure
has an average path length of 10 and, as expected, no clus-
tering, production-degree correlation, or production corre-
lation. All of the adaptation strategies significantly reduce
the average path lengths between the agents in the networks
with the referral strategies yielding shorter path lengths than
random selection. Similarly, the referral strategies signifi-
cantly increase clustering, where random selection produces
no more clustering than would be expected in a random
graph of the same size (i.e., 0.01). An increase inPk sug-
gests that the agents that are large producers tend to become
hub agents, or more centralized. The production referral
strategy’s ability to significantly increase bothPk andρ may
be indicative of its slight advantage over the other referral
strategies, although it was unable to outperform random se-
lection. Finally, random referral does not yield as effective
of a trading structure, which may be a result of its overem-
phasis on increasing clustering and inability to increasePk.

Although the referral strategies underperform random se-
lection, they do create structures for efficient trading. Im-
portantly, they do this with far less searching and no global
search capability. The performance results, coupled with
the structural statistics of the resulting networks, suggest
that push referral based AONs are an effective decentralized



Resulting Network Structural Statistics

D C Pk ρ

na 10 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.01)
rs 6.0 (0.86) 0.01 (0.00) 0.18 (0.03) 0.06 (0.02)
pr 4.4 (0.35) 0.06 (0.01) 0.34 (0.02) 0.28 (0.02)
dr 4.0 (0.30) 0.08 (0.02) 0.16 (0.02) 0.03 (0.02)
rr 4.4 (0.29) 0.17 (0.02) 0.04 (0.02) 0.02 (0.03)

(a) (b)

Figure 3: Network structures: a) table of structural statistics before and after adaptation starting from two-dimensional toroidal
lattices (na = no adaptation, rs = random selection, pr = production referral, dr = degree referral, andrr = random referral),
and b) the starting two-dimensional lattice (left) and a network resulting from production referral (right) where the size of a
node is proportional to its production capacity and its fill denotes the good it produces (producers ofg2 are filled).

method of discovering efficient trading structures.

Conclusions and Future Work
We have presented a framework for AONs and demonstrated
their feasibility for improving the efficiency of a general,
networked multi-agent economy. We have shown that push
referral AON strategies, which require no global search ca-
pability, can discover efficient trading structures.

Our ongoing research is focused on developing theoret-
ical aspects of AONs and on developing additional decen-
tralized rewiring strategies. In the near future, we hope to
develop hybrid strategies, that may allow the network to be-
come disconnected and subsequently reconnected. We are
exploring variable learning rates and methods for incorpo-
rating the states of neighboring agents into an agent’s deci-
sion making to provide a more direct multi-agent learning
approach. Finally, we are planning to employ AONs in a
wide variety of multi-agent environments.
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