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Background
Application Scenario

Governmental and commercial organizations need to 
disseminate data for research or business-related 
applications.
Data owners are concerned about the privacy of their 
data, and not willing to release it in plain.
Data perturbation (randomization) strives to provide 
a solution to this dilemma.

Existing Perturbation Approach
Additive noise perturbation, data condensation, data 
anonymization, data swapping, sampling, etc.
They do not preserve Euclidean distance of the 
original data exactly.
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Distance Preserving Perturbation

Dist. preserving perturbation

Dist. preserving perturbation is equivalent to 

Dist. preserving perturbation with origin fixed

:  if  , ,  || || || ( ) ( ) ||n n nT x y x y T x T y→ ∀ ∈ − = −

,  for  and ,
where  is the set of all  orthogonal matrices.
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Dist. Preserving Perturbation for 
Privacy Preserving Data Mining

Perturbation Model 
X: original private data with each column a record 
Y: perturbed data
M: perturbation matrix

Many data mining algorithms can be efficiently
applied to the perturbed data and produce 
exactly the same results as if applied to the 
original data.

Clustering:[Oliveira04]
Classification: [Chen05] 
Other related: [Liu06],[Mukherjee06], etc. 

Y MX=
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Dist. Preserving Perturbation 
Examples
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Is Dist. Preserving Perturbation 
Secure?

Attacker has No Prior Knowledge about Data
Very little can be done to accurately estimate X

Two Types of Attacker’s Prior Knowledge
Known Input-Output: The attacker knows some 
collection of linearly independent private data 
records and their corresponding perturbed version. 
Known Sample: The attacker has a collection of 
independent data samples from the same 
distribution the original data was drawn.

Two Types of Attack Techniques
Known Input-Output Attack: linear algebra, statistics
Known Sample Attack: principal component analysis
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Privacy Breach
Privacy Breach
For any         , we say that an                           occurs if 

where   is the attacker’s estimate of   , the    data tuple in X,   

Probability of Privacy Breach

the probability that an                           occurs.

ˆ ˆˆ|| ||   || ||i ix x x ε− ≤

0ε > -  privacy breachε
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Known Input-Output Attack

Assumption (can be relaxed): rank(Xnxk)=k
If k=n:

Probability of privacy breach
The attacker has a perfect recovery of the private data.

If k<n, what is going to happen?

( ) ( )[ ] [ ]n k n m k n n n k n m kY Y M X X× × − × × × −=

KNOWN

1
( ) ( ),  T

n k n k n m k n m kM Y X X M Y−
× × × − × −= =

ˆ
ˆ( , ) =1 for 0 and any . ix iρ ε ε =
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Known Input-Output Attack

If k<n, any matrix     in the set

can be the original perturbation matrix       , where is On 
is the set of all nxn orthogonal matrices.          

The attacker chooses one uniformly from     as an 
estimation of      , uses that to recover other private data, 
and computes the probability of privacy breach.

( ) ( )[ ] [ ]n k n m k n n n k n m kY Y M X X× × − × × × −=

KNOWN

ˆ ˆ{ : }n n k n kM MX Y× ×Ω = ∈Ο =
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Ω
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Known Input-Output Attack
Probability of Privacy Breach
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Known Input-Output Attack
Properties of the Probability of Privacy Breach

Attacker can compute the probability of privacy 
breach for a given private record and a relative error 
bound     .
The larger the    , the higher the probability of 
privacy breach.
The closer the private record is to the column space 
of the known records, the higher the probability of 
privacy breach.
The distance               can be computed from the 
perturbed data.

ε

ˆ( , )n kid x X ×

ε



13

Known Input-Output Attack 
Example

The distance of X2 from the column space of X1 is 0, 
therefore 
The distance of X3 from the column space of X1 is 9.4868, 
therefore                                    

X3X2X1

105.000090.000075.0000
45.000030.000025.0000Private Data X:

Y3Y2Y1

91.387580.358266.9652
-68.5443-50.4237-42.0198

Perturbed Data Y:

X1->Y1 KNOWN

2( , ) 1 for any .xρ ε ε=

UNKNOWN

3
3 3

1 || ||( , ) 2arcsin ,  e.g. ( ,0.01) 3.84%.
2 9.4868

xx xερ ε ρ
π

⎛ ⎞= =⎜ ⎟×⎝ ⎠
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Known Sample Attack
Assumptions

Each data record arose as an independent sample 
from some unknown distribution
The attacker has a collection of samples 
independently chosen from the same distribution
The covariance of the distribution has all distinct 
eigenvalues (holds true in most practical situations 
[Jolliffe02]).

Attack Technique
Exploring the relationship between the principal 
eigenvectors of the original data and the principal 
eigenvectors of the perturbed data. 
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Known Sample Attack
The principal eigenvectors of the original data have 
experienced the same distance preserving perturbation 
as the data itself.

ZY can be computed from the perturbed data, ZX can be 
estimated from the sample data. (See the paper for 
choice of D, details omitted. )
Attacker uses ZX, ZY and D to recover M, and therefore X.

Let ,  we have ,
where  is the eigenvector matrix of the covariance of Y;

 is the eigenvector matrix of the covariance of X;
and D is a diagonal matrix with each entry on the diagonal 1.

= =

±

Y X

Y
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Known Sample Attack

Fig. Relationship between original and perturbed principal eigenvectors.
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Known Sample Attack Experiments

Fig. Known sample attack for 3D Gaussian data with 10,000 private tuples. The 
attacker has 2% samples from the same distribution. The average relative error of 
the recovered data is 0.0265 (2.65%).
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Known Sample Attack Experiments

Fig. Probability of privacy breach w.r.t. 
attacker’s sample size. The relative error 
bound ε is fixed to be 0.02. (3D 
Gaussian data with 10,000 private tuples.)

Fig. Probability of privacy breach w.r.t. the 
relative error bound ε. The sample ratio 
is fixed to be 2%. (3D Gaussian data with 
10,000 private tuples.)
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Known Sample Attack Experiments

Fig. Known sample attack for Adult data with 32,561 private tuples. The attacker 
has 2% samples from the same distribution. The average relative error of the 
recovered data is 0.1081 (10.81%).
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Known Sample Attack Experiments

Fig. Probability of privacy breach w.r.t. 
attacker’s sample size. The relative error 
bound ε changes from 0.10 to 0.20. 
(Adult data with 32,561 private tuples)

Fig. Probability of privacy breach w.r.t. the 
relative error bound ε. The sample ratio 
is fixed to be 2% and 10%. (Adult data 
with 32,561 private tuples.)
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Effectiveness of Known Sample Attack

Covariance Estimation Quality
Larger sample size gives attacker better recovery
Robust covariance estimator helps to downweight the 
influence of outliers

PDF of the Data
The greater the difference between any pair of 
eigenvalues of the covariance, the higher the 
probability of privacy breach

More details can be found in the extended 
version of this paper.
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Conclusions
Dist. Preserving Perturbation

Perturbed data preserves Euclidean distance/inner 
product exactly 
Vulnerable to Known Input-Output Attack
Vulnerable to Known Sample Attack

Possible Remedy?
Random projection [Liu06]
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Questions


