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Abstract. This paper describes a context-aware Health Club for cy-
clists. The application is being built on Genie of the Net, a general
software platform for context-aware applications. Genie of the Net is
being developed by building systems for selected applications and defin-
ing a general architecture on the basis of the gained experience. Work
on context recognition started with collecting data from cycling exer-
cises. Data mining was used to find interesting and useful contexts from
the collected data. The contexts were utilized in analyzing the exercises.
Different techniques for visualizing the exercise data, recognized contexts
and the results of the analysis were studied as well. A user interface was
also built for testing visualization techniques.

1 Introduction

As technology is developed and various information services are becoming com-
mon, a large amount of data from everyday situations is becoming available.
However, utilizing this technology and the data it produces in an efficient man-
ner is an open research problem. There are several active fields of research solving
this problem, such as ubiquitous computing [42], [43], context-aware computing
[16], [36], [33], wearable computing [3], [29] and pervasive computing [11], [28].
Researchers in these overlapping fields try to develop services that can be used
mostly without guidance or input by the user herself, and that are discreet and
easy to use. Recognizing the context of the user is an essential part of these
services.

Context recognition offers interesting challenges for data miners, since they
are already familiar with suitable data processing methods. According to Man-
nila [26], data mining is about statistics, knowledge engineering, databases and
visualization. These are also keywords in context-aware computing, and hence,
the main focus of this paper.

Developing a context-aware application starts by specifying the application
(equipment, services to be offered, etc.). Then, data is collected and analyzed to



find out what kinds of contexts can be recognized, and which of them are useful
in the application. Finally, methods for recognizing the selected contexts are
implemented. This is clearly an iterative process, since every step consolidates
the expertise of the field of research, and one might want to return to an earlier
step as knowledge increases. Actually, this is the basic approach to data mining
problems [31]. Hence, this approach for developing context-aware applications
might be called context-aware data mining, or, more generally, ubiquitous data
mining.

This paper describes a context-aware agent-based system, Genie of the Net,
with an application scenario. In the next section, reported data mining methods
for context recognition are discussed. The third section presents the Genie sys-
tem. Genie collects information from sensors and databases, recognizes context
based on this information, chooses relevant actions to serve the user on the basis
of the recognized context, and performs the chosen actions. Genie is a general
software platform for context-aware applications serving a mobile user.

Section 3.1 presents a Health Club application based on the Genie archi-
tecture. In this application, the Genie system offers the user services related to
cycling exercises; services for planning an exercise schedule, creating instructions
for exercising, instructing him or her during exercising, analyzing data collected
during exercising, and visualizing the data and the results of the analysis.

Various traditional data mining problems and context-awareness have been
studied in earlier projects [38], [39], [23], [37], [40], [21], [25], [24], [20], [14],
[17], [19], [30], [27], [13], [6], [15]. There are a lot of challenges in developing
the Genie architecture, but in this paper, the research approach is to develop
context recognition methods for selected applications.

Section 4 describes the data that was collected for the development of context-
aware services. Heart rate, cadence (cycling frequency), and the bike’s speed were
measured during cycling exercises. The height profile of the route was also avail-
able. The work involved in analyzing the collected data is presented. The data
was visualized to get familiar with it. Clearly erroneous values were removed
from the data in the preprocessing stage (section 4.2). The data was classified
on the basis of the route’s profile declinations (section 4.3). Different analyzing
services and a user interface for evaluating cycling exercises are presented in
section 4.4. Conclusions are drawn in the final section.

2 Related Work

The Context Toolkit [4], [33] developed at the Georgia Institute of Technology,
is the most closely related to Genie. The Context Toolkit uses context widgets to
communicate between the environment and the applications, while Genie uses
agent technology for the communication. At Georgia Institute of Technology
they have implemented a Meeting widget to identify several persons within the
neighborhood of the user. The information for the toolkit is produced using,
for example, speech recognition software, machine vision machinery, microfones,
Active Badges [41], etc. The sensor data is filtered and interpreted, but for



more sophisticated applications, machine learning and context history have to
be catered for.

Microsoft research uses artificial intelligence to aid computer users (Tip Wiz-
ard in Excel), and they try to find new ways to improve the usability of their
operating system and web-based services [8]. The Decision Theory and Adaptive
Systems group (DTAS) is developing a Bayesian-based system to assist the user
without interfering. Information about the users is gathered, and similar users
are clustered to suggest personalized services. The group mentions that adaptive
classification methods should be developed, so that the whole database would
not have to be loaded whenever new users are introduced.

Schilit et al [34], [1] have studied context-aware applications, and they divide
these applications into four different categories: proximate selection concerning
user interface issues, reconfiguration for the components and connections of the
system, contextual information and commands, and context-triggered actions in
a simple rule database. In the data mining point of view, the most interesting
part is context-triggered actions that consist of information about the user, that
is, identification, event type and location. When an event is detected, the ap-
plication carries out a predefined action. The problem is how to create useful
actions, maintain what is important, and delete futile and old information.

Classification of data into different contexts has been studied thoroughly by
Schmidt et al [35], [22]. They had special equipment, a sensor box, for data gath-
ering and they followed a typical data mining framework in context recognition.
Several simple actions were performed and the data was stored and analyzed off-
line. They calculated different statistics from the data and tried to find features
that discriminate different situations. In their analysis, they used self-organizing
maps and, based on this analysis, they formed a rule database for context recog-
nition.

In wearable computing, the user carries all the sensor equipment on her
person instead of using environmental sensor information, but this does not
exclude the utilization of both the affective state of the user and the context of
the environment [32]. Picard and Healey speak about the importance of labeling
the situations accurately for analysis, and they have tried to create physiological
fingerprints for the user’s affective states [29], [10]. They noticed differences
in physiological signals on different days and used Fisher linear discriminant
projection [5] and leave one out test for discriminating between the different
states.

In sports, data mining has been utilized at National Basketball Association
(NBA). Advanced Scout is a PC-based data mining application developed at
IBM [12]. The preprocessing of raw basketball data is automatically done by the
program. Advanced Scout interprets patterns from the data, and allows the user
to relate patterns to video tape.

Most of these context recognition tasks are very simple, including only the
location context of the user, and they do not utilize the strength of data mining
methods. The research by Schmidt and Microsoft offer an exception, maybe



because they have enough data available. All in all, there are a lot of untapped
possibilities for taking advantage of data mining methods in context recognition.

3 Genie

Genie collects information from sensors and databases, recognizes context based
on this information, chooses relevant actions to serve the user on the basis of
the recognized context, and performs the chosen actions. The Genie of the Net
architecture is presented in Figure 1.
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Fig. 1. Genie of the Net architecture [17, Fig. 1].

The Sensor Agent collects and preprocesses data from sensors. The Context
Agent recognizes the user’s context from this data and the other available in-
formation. The Information Agent provides information to the other agents and
stores the sensor data and a description of the recognized context for later use.
The Active User Agent exploits the recognized context in reasoning actions serv-
ing the user. The agent can, for example, request the User Interface Agent to



present information to the user. In addition to scanning the context, the User
Agent bases its reasoning on a user model containing different kinds of infor-
mation about the user: name and other basic data, access rights, habits, plans,
etc. Furthermore, the User Agent cooperates with the other agents. Although
actuators are included in the architecture, the emphasis is on information man-
agement.

Although knowledge representation is an important part of the Genie archi-
tecture, it is not discussed here in more detail. The software components, that is,
the agents communicate using a common language that contains a representation
for all concepts (and their relations) shared by them, including those describing
context.

3.1 Health Club

In the Health Club, the Genie system guides the user in a cycling exercise. A typ-
ical scenario is as follows: Before exercising, the user plans an exercise schedule
at her terminal and possibly also outlines more detailed instructions for each ex-
ercise. Genie automatically presents a calendar containing the exercise schedule
to the user in the specified context and reminds about the forthcoming exercise.
Before the exercise, the user checks from her terminal what kind of exercise she
has planned to perform. During the exercise, a heart rate monitor records her
heart rate, cadence, and the bike’s speed. After the exercise, she goes to her
terminal and loads the data into the system. The system recognizes the context
history of the exercise based on the collected data and other available informa-
tion (e.g., the height profile of the route). The system analyzes the exercise and
presents the collected data, the context history and the results of the analysis
to the user. The user might be advised during the exercise as well, although the
current hardware does not support such a service.

The Health Club system actually contains several subsystems, the user’s
Genie being one of them. The user (i.e., Genie) does not need to interact with
other systems, but the information provided by them enables a larger set of
services. Additional information about, for example, the route cycled, enables
different methods of analyzing the exercise. Sharing exercise information with
other users allows comparisons. Furthermore, sharing calendars makes it possible
to plan group exercises.

4 Methods

4.1 Data

The development of the Health Club application was initiated with the collection
of the data. A strict route was formed where one cyclist exercised. The route
was 11.5 km long and consisted of about four kilometers of uphill, about four
kilometers of downhill and the rest was classified according to the profile as level
ground. The data were collected in September 2000 and they contain 9 identical
exercises in one direction along the route and 4 exercises in the opposite direction.



The measurement device was a heart rate monitor, Polar XTrainer Plus!.
The Heart rate of the cyclist, the cadence and the speed were measured during
a training period with a sample frequency of 5 seconds. The cyclist pushed an
interval time button at certain points of the route. An example of an exercise is
presented as a time series in Figure 2.
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Fig. 2. Data collected during a cycling exercise. The curves show, from top down:

velocity, heart rate and cadence, and the corresponding units at the left are 10*km/h,

beats per minute and rounds per minute.

One goal was to resolve whether it is possible to identify changes in the
declination of the ground using these three measurements. The system would
then be able to automatically instruct the user, for example, allowing a higher
heart rate for the cyclist when going uphill. The contexts cyclist going uphill,
cyclist going downhill and cyclist on level ground could be used in off-line analysis
if an accurate route profile is not available. They would also help in possible
online guidance for the cyclist or as additional telemetry information for coaches
during a competition. Of course, the measurement system could be augmented
by extra sensors, but the cost of the system was to be low.

It is also essential for the cyclist to study the data collected from the exercises
herself. If Genie offers analyzing services, it is important to find suitable ways
of presenting the results, hence, visual data mining has to be considered.

Another goal was to allow several users to share each other’s exercise data.
If an exercise is done on the same route, two exercises can be compared. The
exercise data needs to be analyzed and synchronized for comparison. One could
also compare her own exercises. There are several simple ways to analyze dif-
ferent exercises: minimum values and maximum values for each variable, mean
values, values between different thresholds, differences in distances at certain
time points, etc. Trend information for each variable would also be interesting.

! This product is a trademark of Polar Electro Oy.



For example, if the cyclist’s speed in an exercise has a downward trend, her
technique might be wrong.

4.2 Preprocessing

The preprocessing stage was performed to get familiar with the data and the
special area of cycling. Clearly erroneous values were removed and the data was
prepared for further analysis.

First a thorough statistical analysis of the data was performed. All the exer-
cises were done with a light moderate intensity zone, meaning that the heart rate
of the cyclist was between 60-70 % percent of the person’s maximum heart rate
most of the time. Since there are only three variables, it was easy to visualize
the data in three-dimensional space, but as the correlations between heart rate
and speed are not very high due to the cyclist’s interactions with other people
or due to traffic lights, altitudes or wind, etc, in the route, the result was a large
cluster that was rather challenging to interpret.

Differences were calculated from these three variables. This led to a situation
where a scatter-plot was not adequate for visualization, and self-organizing maps
were used to visualize this higher dimensional data.

There were some erroneous heart rate values, because if the cyclist had to
stop for some reason and move away from the bicycle, the sensor signal did not
reach the measurement device. In all such cases, the device stored zero values for
heart rate, and linear interpolation was performed for these erroneous values. If
speed was zero and cadence was not, the cadence was set to zero, too.

A profile and coordinates of the route were acquired from the map service
of the city of Oulu, and this information was used in the classification of the
measurements to different geographical attributes. It was noticed that when the
distance was calculated from the speed, which had been measured only once
every 5 seconds, there was a cumulative error in the location of the cyclist.
Therefore, the measurements had to be synchronized with the map coordinates
according to the cyclist’s own interval markings and the known positions on
the map. This adjustment is not very reliable either, because the cyclist was
sometimes not able to push the interval button at the specific location (other
objects on the route), and pushed the button too late.

The route was classified as downhill, uphill and level ground according to
the angles of the z-axes on the map in monotonous acclivity and declination.
To reduce the error in the distance calculation, the most frequent class within
20 meters was assigned to each observation. The turns on the route, where it
was assumed the cyclist had to use brakes, were also calculated and marked.
All in all, six different classes were formed for the route: downhill, level, uphill,
downhill and turning, level and turning, and uphill and turning.

4.3 Classification

Classification aimed at distinguishing different ground declinations for each ob-
servation. The target classes were obtained in the preprocessing stage (downhill,



uphill, level ground, etc.). This way, without any additional measurement device,
the cyclist would know if the reason for a rising heart rate would be an uphill
and not the consequence of wrong tactics, for example. Self-Organizing Maps
(SOM) [18] were used for unsupervised classification. Multilayer perceptrons [9]
were used for supervised classification.

Unsupervised Classification There were several different approaches for the
derivation of suitable features for the SOM. The large scatter-plot cluster en-
couraged us to perform histogram equalization for the variables (speed, cadence,
heart rate and the differences). Histogram equalization is an image processing
technique used to improve the contrast of an image [7].

In another experiment, the variables and the differences were fuzzified ac-
cording to the histograms and second-order statistics. The cyclist is probably
not so interested in the exact value of the heart rate but, depending on the
type and the goals of the exercise, but in whether it is high or low enough. We
used three different kinds of membership functions for fuzzification: triangular,
z-shaped and s-shaped [2] for average, low and high values, respectively.

In all the experiments, the inputs were labeled according to the route profile
classes and fed into the map. It was assumed that the information in the inputs
would be enough for profile classification. For example, if heart rate rises and
velocity goes down while pedaling, the SOM would cluster these observations to
uphill.

The self-organizing maps formed with these different kinds of input data
did not show any significant clusters for the observations and profile classes.
Figure 3 shows a SOM which was taught with inputs normalized using histogram
equalization. The classes are 1, 2, 3, 4, 9 and 12, meaning downhill, level, uphill,
downhill and turning, level and turning, and uphill and turning, respectively.

Supervised Classification A multilayer perceptron was used for supervised
classification. The inputs for the perceptron were the current values of the vari-
ables (speed, cadence and heart rate) and the observations within a certain
history window. Several different lengths of history windows were tested.

The results with the self-organizing maps led to a different choice for the
target classes. First the downhills and uphills were divided into steep and mild
downhills and uphills, and multilayer perceptrons with different sizes were taught
with Levenberg-Marquardt optimization [9)].

Finally, only three target classes, uphill, downhill and flat ground were chosen
as targets. The variables were normalized to the scale of [-1,1]. It was found that
the uphill observations are most distinguishable. With a three-layer perceptron
and a history window of three observations, 42 percent of the downhill observa-
tions, 24 percent of the level ground observations and 82 percent of the uphill
observations were classified correctly in the training set. These results indicate
that there is potential in recognizing the different ground declinations, but the
classification requires more work.
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Fig. 3. A self-organizing map for route declination clustering. The labels are profile
declinations and the number of similar observations in the same neuron are in paren-
theses.

4.4 Analyzing Services and Visualization

In the case of a specific application, as in data mining problems in general, help
from specialists is essential. In the development of the Health Club application,
discussions were held with coaches from different sports, particularly those who
work with cyclists.

The season for a cyclist consists of four different phases; improving and main-
taining basic condition, building up for competition, the competition period and
a transitional recovery phase. Within all these periods, there are certain types
of exercises to do; those that improve explosive quickness, that is, interval and
uphill exercises, those that improve aerobic fitness, those that help the body to
recover, etc. Clearly, the Health Club could offer different analyzing services for
different types of exercise.

The study of different analyzing services and visualization techniques was
initiated by building a graphical user interface. The interface was made in a
Matlab environment, because it is easy to try different kinds of appearances, and
to test and modify the interface. The interface and services will be implemented
into Genie of the Net later.

In the user interface, the information from data mining could be used in
making a plan for an upcoming exercise or there could be a predefined plan
depending on the time of the season. After the exercise, the user would gain
explanations about what went right and what went wrong in the exercise. The
cyclist would also get a plan to improve from weaknesses and avoid observed
failure. If the cyclist breaks down at the end of an exercise, she would have
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instructions for a slower speed in the beginning of the next exercise in the same
route, for example. This work is under development.

Later on, when the classification for the measurements is available, this in-
formation can replace the route profile in the user interface. The preprocessed
measurements (fuzzy variables) can also be shown in the user interface.

The exercises are ordered according to the date and the type of exercise in
the database. The user can pick up an exercise and view it in the interface (figure
4), where the statistics of the exercises are shown in addition to the time series
plots of the measured variables. If they are available, the route coordinates and
profile are shown, also.
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Fig. 4. User interface for evaluating a cycling exercise. Heart rate, speed, and cadence
are shown at the top right. A 2-dimensional map of the exercise route is shown at the
top left and the route’s height profile at the bottom.

The user can select thresholds for each variable to observe how other vari-
ables and the possible route profile are related within these thresholds. It is also
possible to compare two exercises completed on the same route, as in figure 5.

5 Conclusions

Context-aware computing can utilize the methods of data mining in several
different ways. In this paper, data mining was performed for cycling data to find
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Fig. 5. User interface for comparing two cycling exercises.

interesting contexts that can be useful for a cyclist planning an exercise schedule.
An analysis of the context history results in comments on the exercise, pointing
out, for example, that the user started at too high a speed. Furthermore, the
success in keeping the heart rate, cadence and speed within the intended intervals
can be judged. Numerous simple tools can be offered to the user for studying the
minimum and maximum values of the collected data, comparing two exercises,
matching the collected data against the height profile, calculating the time that
elapsed between two locations, etc.

A comparison of two exercises becomes easier if the profile information of
the route is available, but analyzing services can also be offered without this
profile. Comparing two exercises completed on different routes is a challenging
problem. The route could be divided into periods of certain lengths and these
periods could be compared more closely.

The role of the user is very important, as nobody, at least not yet, wants to
be completely dependent on the artificial intelligence of the equipment. Thus,
the data analysis has to be made understandable for the user, so that she can
select which analyzing services to use, and know how to use them. The user
interface developed in this research is clear and illustrative, and it is easy to add
interactivity and simple analyzing tools, such as estimating fitness or long-term
progress, to the interface. When several users can access each other’s exercise
data, they can compare their tactics and exercise data, as long as privacy issues
are handled.
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In the SOM experiments, the variables did not contain enough information
about the dynamics of the situation. For example, when the cyclist is going
uphill, the history information should be considered from further back than just
one observation. If the earlier context was the cyclist in a steep downhill, the
speed does not slow down as rapidly as if the earlier context would have been
level ground.

The classification of the observations into different route declinations needs
additional work, so that the contexts: cyclist going uphill, cyclist going downhill
and cyclist on level ground can be recognized. Other resistant forces, like wind,
the material of the ground, rain, the brakes, etc, confuse the classification results.
The low sample frequency was also a problem in the classification, since the
location of the cyclist had to be approximated. Another reason for these results
is that too small declinations in the target classes were interpreted as uphills
and downhills. In this work, the tested person is in good shape, and his heart
does not probably react to small changes in declination.

The ground declination contexts could be recognized straightforwardly using
additional measurements, for example, a tri-axial acceleration sensor or an al-
timeter (by Polar). Sideways swinging of the bicycle, indicating bad technique,
could also be recognized with this kind of posture measurement. The classifica-
tion would be easier if the sample frequency for the measurements was higher,
but this requires modification of the existing hardware. Another future challenge
is to classify the measurements of several cyclists, since there are differences in
heart rate, cycling tactics and equipment.

Cyclists use several different kinds of tactics, depending on their individual
strengths, but the use of the gears separates a beginner and a professional. If
it is possible to detect the moment at which a gear has been shifted, the effect
of different shifting tactics on the overall performance could be analyzed. This
would also be valuable information for the recognition of ground declinations.

The visualization and analysis of the exercises is perhaps the most impor-
tant part for a cyclist in analyzing her own progress and tactics. The interface
will be evaluated by cyclists to find out their real needs. Future work includes
implementing the Matlab version of the data processing and the user interface
as components of the Genie system.

Furthermore, a wider set of contexts than those experienced during the ex-
ercises could be recognized. For example, a calendar containing the planned
exercises could be presented to the user in certain contexts. The Health Club is
an example of a more general application area, in which the observed activities
are compared with planned activities. For example, an office worker might plan
a time schedule, and the system could evaluate how accurately the plan was
followed.

The methods developed for the Health Club context recognition can be used
in different applications, also. A data set in an office environment, consisting
of illumination, humidity, temperature, touch, and acceleration measurements
while the user is in various contexts, was collected. The main difficulty is that
the points in time, where the context has changed are not accurately known.
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Now that off-line analysis is done for the data, the lack of actual information
from these situations complicates context recognition. It is very important for
the analyzer to get the right reference for every situation that occurs during
different activities.

The work reported in this paper gave us a valuable insight into ubiquitous
data mining and its differences to traditional data mining. The main difference
between ubiquitous and traditional data mining frameworks is that traditionally
data has not been gathered for a specific purpose, making the analysis secondary,
whereas in ubiquitous environments the collection of data has to be planned
carefully to fit the application. Furthermore, context-aware applications place
new challenges on data mining, as the same methods have to work for different
users and in different environments.
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