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Abstract

Energy consumption is an important issue in the
growing number of data mining and machine
learning applications for battery-powered em-
bedded and mobile devices. It plays a critical role
in determining the capabilities of a broad range
of applications such as space probes with on-
board scientific missions, PDA-based monitoring
of remote data streams, event detection in sen-
sor networks comprised of battery-powered data
sensors and light-weight data processing nodes.
This paper presents an experimental investigation
of the energy consumption characteristics of dif-
ferent data analysis techniques. The paper com-
pares the energy consumption characteristics of
common data analysis operations on-board a mo-
bile device with the energy necessary to send the
same amount of data over wireless networks to
a remote machine for analysis. It benchmarks
the performance and points out that the energy
consumption for transmitting data over low band-
width lossy wireless channels often supersedes
that for the operations on-board a light-weight
compute node.

1. Introduction

Many autonomous space applications deal with a volumi-
nous stream of scientific data. Analyzing this data is often
critical for the underlying scientific mission. Since trans-
mitting large amount of data to the remote control station
for subsequent analysis is usually very expensive and often
not practical for time-critical applications, modern space
applications are increasingly relying on autonomous on-
board data analysis. Examples of such type of applica-
tion environments include sensor networks/webs (Srivas-
tava et al., 2001), on-board satellite-based platforms (Chien
et al., 2001), on-board vehicle monitoring system, mobile

health monitoring system (Jorge, 2001). These applications
often face many resource constraints. In addition to the de-
mand of low bandwidth usage and the challenges of lim-
ited computing resources, minimizing energy consumption
is another important requirement in these devices.

This paper focuses on the energy efficiency of data min-
ing algorithms in applications developed to run on small
embedded and possibly mobile devices. Most of these
autonomous data collection/processing devices are battery
operated and lack a constant source of power. For exam-
ple in sensor networks the battery life could be equal to
the life of the device as some of these devices may not be
recharged. Most commercially available mobile computing
devices like PDA’s and mobile phones have battery power
which would last for only a few hours. For on-board satel-
lite applications, the power which is generated using solar
cells and stored in batteries for later use has to be utilized
judiciously. Therefore, the next generation of data mining
applications for such embedded and mobile devices must
be designed to minimize the energy consumption. Soft-
ware power utilization and minimization has been studied
in various contexts (Roy & Johnson, 1996; Tiwari et al.,
1996; Flinn & Satyanarayanan, 1999) but to the best of our
knowledge there does not exist a study on energy require-
ments for data mining algorithms.

Based on the experimental energy consumption data col-
lected for several popular data analysis techniques, this pa-
per introduces energy efficiency as a novel criterion to eval-
uate algorithms intended to run on mobile and embedded
platforms. This paper reports three sets of experiments:

• Characterizing the energy consumption behavior for
the traditional centralized architecture of transmitting
the data to a remote site for mining.

• Identifying the power consumption characteristics of
some commonly used statistical and data mining al-
gorithms running on-board a mobile device.

• Characterizing the energy consumption behavior of a



distributed data mining algorithm.

We characterize and compare the energy consumed by data
mining applications implemented on-board a device with
the energy costs for sending the data to a remote site. This
paper shows that for low bandwidth lossy networks the high
energy costs of communication often makes local on-board
data mining a more energy efficient choice. Although the
results are intuitive, this paper documents the first effort to
quantify the power consumption characteristics of mono-
lithic and distributed data mining algorithms. In doing so,
it motivates the need for designing power efficient on-board
data analysis applications.

The rest of the paper is organized as follows. Section 2
introduces the importance of power conservation in imple-
mentation of data mining algorithms on portable and em-
bedded devices. Section 3 discusses the experimental setup
used for the energy measurements. Section 4 discusses the
results obtained for various data mining algorithms. Sec-
tion 5 presents the conclusions and discusses the future
work.
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Figure 1. Experimental network configuration that this paper
studies.

2. Energy consumption in Mobile Devices

Most embedded devices and sensors do not have a con-
stant renewable source of power. The power consumed
by these devices during the execution of a program is de-
fined as the rate at which energy is consumed. Although
the terms power and energy are sometimes used inter-
changeably in the literature, usually we are concerned with
energy efficiency as batteries have a finite supply of en-
ergy. The power consumed by a process can be defined as
P (t) = V (t) × Ic, where V (t) is the supply voltage, Ic is
the current, and t stands for the time index. On the other
hand, energy consumption is defined as E =

∫
t2

t1
P (t)dt.

Therefore, a technique that reduces power consumption
will save energy only if it does not increase the execution
time by a factor that exceeds the gains from the power re-
duction. The total energy consumption of a system depends
on both the hardware and the software components. En-
ergy utilization characteristics of a system depend on the

Figure 2. Experimental setup for measuring energy consumption.

computation and the communication load. For a data min-
ing application implemented on an embedded mobile de-
vice we define the total energy utilized to be E = Ec +Et,
where E is the total energy needed, Ec is the energy needed
for computation and Et is the energy needed for communi-
cation of data.

This paper explores the power consumption characteristics
of a collection of distributed and centralized data mining
algorithms. The application environment studied in this
paper is illustrated in Figure 1. It consists of a collec-
tion of remote data processing and data collection nodes
that are connected to a remote control station through low-
bandwidth wireless networks. The remote nodes (repre-
sented by circles in the figure) represent the on-board data
processing nodes. Some of the nodes may themselves be
connected through relatively faster wireless networks in a
peer-to-peer mode.

The DIADIC laboratory at UMBC 1 is currently working
on several distributed applications that fit the scenario out-
lined in Figure 1. For example, we are working on an on-
board mobile data mining application that analyzes a con-
tinuous stream of real time data collected from a vehicle to
monitor its health and performance. In this application the
on-board data processing and collection nodes are mobile.
We are also working on a distributed data mining applica-
tion for a grid computing environment (Hingne et al., 2003)
that involves “light-weight” sensor nodes. We have also de-
veloped the MobiMine system (Kargupta et al., 2002) for
remotely mining data streams from handheld devices for
mobile users.

Most off-the-shelf data mining systems work in a central-
ized fashion. If the data is distributed then it must be down-
loaded to a central location before it can analyzed. This
constraint poses a critical challenge in mining distributed
data sources. Is the current technology appropriate for
these new breed of distributed wireless applications?

The following section explores this question from the per-

1Distributed Adaptive Discovery and Computation Group at
UMBC (http://www.cs.umbc.edu/ hillol/diadic.html)



spective of energy consumption. It studies the energy con-
sumption characteristics of several popular centralized and
distributed data analysis techniques.

3. Experimental Setup

This section describes the experimental set-up used for the
energy consumption measurements. The data set used for
our experiments was collected as a part of the experimen-
tal setup for a PDA based mobile vehicle health monitor-
ing system. Data was collected for sixty-four real-valued
features with every observation consisting of 256 bytes of
data. Amongst others, these features include engine con-
trol data, vehicle diagnostic data and emission control data.
The energy measurement experiments are performed using
(1) a HP Jornada 690 (Hitachi SuperH SH-3 processor with
32MB RAM running Windows CE 2.11 build 9018), Com-
paq 802.11b card, Sierra Wireless CDPD Aircard 300 card,
and a Pentium IV (2GHz with Windows 2000) as the con-
trol station. Figure 2 shows the actual experimental setup.

An embedded Visual C++ compiler was used to compile
the code with all compiler optimizations turned off. The
battery from the unit was removed and a 12V DC power
was applied. Avoiding the batteries allows for a more
steady voltage to be supplied to the device. Energy con-
sumption was determined by measuring the input voltage
and current across a test resistance of 1 Ω using a Agilent
54622A oscilloscope. The reported values were averaged
over five independent runs using the same data set. We also
measured the base energy requirement of the HP Jornada
without any application executing on it. This was the en-
ergy needed to run the WinCE tasks and the graphical user
display. We subtracted these base values from our experi-
mental results to get the true values.

4. Results

This section, presents the experimental results for energy
consumption characteristics of the data mining algorithms
implemented on our experimental testbed.

4.1. Communication and Energy Consumption

The choice of communication network has a substantial ef-
fect on energy consumption. We have chosen two differ-
ent networks for our computations and they are briefly ex-
plained in the following. Wireless LAN (IEEE 802.11b)
is a communication technology operating at 2.4 GHz fre-
quency with a data transfer rate upto 11Mbps. A Compaq
WL110 Wireless PC Card was used for these experiments.
This card draws a current of 185mA in receive mode and
285mA in transmit mode.

Cellular Digital Packet Data (CDPD) is a specification for
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Figure 3. Energy consumption in communicating data to a remote
site without any local computation using CDPD and 802.11b
ethernet LAN. The average standard deviation for 802.11b and
CDPD is 0.1364 and 71.67 respectively.
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Figure 4. Comparison of energy utilized to communicate data to
remote site with no local computation and energy used in calcu-
lating mean and variance locally. The average standard deviation
for mean and variance computation is 0.0877 and 0.1281 respec-
tively.

supporting data transmission on cellular phone frequencies.
CDPD transmits data at rates of up to 19.2 Kbps using cel-
lular channels in the range of 800 - 900 MHz. Sierra Wire-
less Aircard 350 CDPD modem with typical transmit cur-
rent draw of 500 mA was used for our experiments.

The power consumption for the data transmission process
for a mobile node transmitting the data to a remote site from
the UMBC location using these two technologies is shown
in Figure 3. As we expect, Figure 3 shows that the amount
of energy needed for communicating data to a remote site
using a lossy low bandwidth CDPD network is consider-
ably higher compared to that needed using a 802.11b net-
work. The lossy nature of the CDPD network combined
with the fact that the time needed to transmit data depends
on the availability of the network causes the variance of the
measured values for CDPD network to be high.
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Figure 5. Comparison of energy utilized to communicate data to
remote site with no local computation and energy used in calcu-
lating covariance matrix locally. The average standard deviation
for covariance computation is 0.0176.

4.2. Energy Consumption for Data Mining

4.2.1. BASIC STATISTICAL AGGREGATES

Most data mining applications require computing some ba-
sic statistical aggregates such as mean, variance, and co-
variance matrix. Therefore, we should first explore the en-
ergy consumption behavior of the algorithms to compute
them. The energy consumed in computing these aggregates
locally at the HP Jornada using our experimental setup are
shown in Figure 4 and 5. The figures also show the en-
ergy needed to transmit the same amount of data over the
CDPD and the 802.11b network from a remote on-board
node to the central control station. The results show that the
the energy needed to compute these aggregates on-board is
considerably lower than the energy needed for communi-
cating the data over a lossy low bandwidth CDPD channel.
The covariance matrix is relatively compute-intensive and
its on-board computation appears to be comparable to the
performance of the procedure that first transmits the data
over the 802.11b network.

4.2.2. PRINCIPAL COMPONENT ANALYSIS (PCA)

PCA (Hotelling, 1933) is a popular technique to construct a
representation of the data set that reduces its dimensional-
ity by transforming the set of correlated variables into a set
of transformed uncorrelated variables called principal com-
ponents. Usually we choose the top few eigenvectors cap-
turing the maximally variant dimensions to project the data
into a new reduced dimensional space. For our experiments
we use the Householder reduction method to calculate the
eigenvectors and eigenvalues of the covariance matrix. The
power utilization for performing PCA on-board the HP Jor-
nada is profiled in Figure 6. It shows that the energy con-
sumption is least when the data is directly transmitted to
the processing node over 802.11b connection. The perfor-
mance of the on-board computation scheme appears to be
better than CDPD but worse than 802.11b.
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Figure 6. Comparison of energy utilized to communicate data to
remote site with no local computation and energy used in cal-
culating PCA locally. The average standard deviation for PCA
computation is 0.4128.
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Figure 7. Comparison of energy utilized to communicate data to
remote site with no local computation and energy used in cluster-
ing data using K-means locally. The average standard deviation
for k-means clustering computation is 0.0265.

4.2.3. K-MEANS CLUSTERING

Clustering involves division of a data set into smaller sub-
sets consisting of similar objects. The k-means algorithm
(Hartigan & Wong, 1979) is a popular clustering tool used
for machine learning applications. K-means creates k clus-
ters of the data where every cluster can be represented by
the mean of its data points, called the centroid. For our
experiments we have used a data set consisting of seven
features collected from the experimental mobile on-board
vehicle system. We use an iterative k-means clustering
method which assigns all the points to their nearest cen-
troids followed by recomputation of the centroids until a
stopping criterion is met. In Figure 7 we show the energy
needed for k-means clustering computation on-board the
HP Jornada when k is set to three. When implemented on-
board, this simple clustering algorithm is a much more en-
ergy efficient choice than communicating the data over the
CDPD network.
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Figure 8. Comparison of energy consumption at distributed nodes
for Centralized and Distributed PCA for homogeneous data using
CDPD network. The average standard deviation for distributed
PCA computation is 6.6408.
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Figure 9. Comparison of energy consumption at distributed nodes
for Centralized and Distributed PCA for homogeneous data us-
ing the 802.11b network. The average standard deviation for dis-
tributed PCA computation is 0.3038.

4.2.4. DISTRIBUTED AND CENTRALIZED PCA

This section explores a distributed data mining algorithm
(Park & Kargupta, 2002) from the energy consumption per-
spective. It particularly considers the problem of perform-
ing PCA from distributed homogeneous and heterogeneous
data. The most obvious solution is to download the data to a
central location and then perform the PCA. The distributed
techniques try to accomplish this without downloading all
the data. The distributed algorithms differ depending on
the type of the distributed data sets—homogeneous or het-
erogeneous.

Homogeneous data sites share the same set of features.
In this case, the central control station can perform PCA
if it has knowledge of the covariance matrices for all the
nodes. We can compute the covariance of the local data
sets at the distributed nodes and transmit the covariance
matrix to the central site. Transmission of the covariance
matrix would suffice for global PCA computation at a cen-
tral site since covariance is additive. Figure 8 and Figure
9 show the energy comparisons for centralized and dis-
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Figure 10. Energy consumption for varying error values (corre-
sponding to varying sampling rates of local projected data) for
heterogeneous distributed PCA. The average standard deviation
for distributed Heterogeneous PCA computation is 7.3993.

tributed PCA for homogeneous data for CDPD and 802.11b
networks respectively. It clearly shows that the energy con-
sumption performance of the distributed algorithm is sig-
nificantly better than downloading the data to the central
station for CDPD but for a high bandwidth network like
802.11b, the computation intensive PCA algorithm is an
expensive choice in terms of energy.

Now let us consider the case where the distributed data
sites are heterogeneous (Park & Kargupta, 2002). In other
words, each site contains data sets defined over different
subsets of features linked by one or more overlapping key
features. For example, consider a scenario where a com-
pany manufactures two different models of the car but uses
the same engine. The task is to find how the engine per-
forms in the two different models. In this case the data
is collected from two different models and hence does not
consist of the same features. For such heterogeneous data,
we use the Collective PCA approach outlined in (Kargupta
et al., 2000) to calculate PCA at the central site. Local PCA
is performed at each site and the dominant eigenvectors are
chosen to project the data. For n total data rows a sample
of c << n projected data rows along with the eigenvectors
of the covariance matrix are transmitted to a central site.
The fact that PCA is invariant to linear transformations, is
exploited to perform global PCA at the central site on the
combined projected data instead of the original data. The
collective PCA technique introduces approximations in the
computation of the global covariance matrix by transmit-
ting only a subset of projected data to the central site. For
our experiments we ignore the error introduced due to the
dimension reduction of the data at the distributed sites since
it is small in the reported experiments. The collective PCA
technique exploits local PCA computation and subsequent
sampling of the local data in the projected space for sending
a relatively small amount of data to the central site. More
details can be found elsewhere (Kargupta et al., 2000). The
error introduced in the global covariance matrix Cx′ , when



m rows are chosen for sampling as compared to the true co-
variance matrix Cx is given by ||Cx′ − Cx||F , where ||.||F
denotes the Frobenius norm.

As we increase m, the energy cost of transmitting the data
increases. For our experiments, we create two subsets of
the data with each one stored at a different distributed node.
Following the Collective PCA approach, we perform local
PCA at each site and set the principal component selection
threshold to 98%. Global PCA is performed at the central
site for different sampling rates and the energy consump-
tion profile for different error rates (corresponding to dif-
ferent sampling rate) is presented in Figure 10. Both the
distributed algorithms perform much better than their cen-
tralized counterpart.

5. Conclusions and Future Work

Energy efficiency is an important design consideration in
development of data mining algorithms for mobile and
distributed environments. In this paper, we have tried to
experimentally quantify the performance of specific data
mining algorithms from the energy consumption perspec-
tive. The paper first points out that for most common data
analysis techniques on-board computation is a better op-
tion when the nodes are connected through low bandwidth
wireless networks like CDPD. However, for nodes con-
nected through the 802.11b LAN network, transmitting the
data to a remote data processing node may be an equally
good option when the data analysis operations are rela-
tively compute-intensive. The paper also points out that
traditional centralized data mining techniques may not be
appropriate for distributed applications where the nodes are
connected through low bandwidth networks like CDPD. It
compared the performance of the centralized PCA with that
of distributed PCA for both homogeneous and heteroge-
neous distributed data nodes using algorithms reported in
the literature. The results show that the distributed algo-
rithms work a lot better than their centralized counterpart
from the power consumption perspective.

We are currently exploring the energy consumption char-
acteristics of various other data mining algorithms. We are
also decomposing the algorithmic performance in terms of
computing primitives and exploring the possibility of iden-
tifying higher level algorithmic design principles that may
be useful for developing the next generation of power effi-
cient on-board distributed applications.
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