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Abstract

We addresswhy, and especially how, to represent
businessrules in e-commerce contracts. By con-
tracts,we meandescriptionsof goodsand services
offered or sought, including ancillary agreements
detailing termsof a deal. We observe that rules
areuseful in contractsto represent conditional rela-
tionships,e.g., in terms& conditions, serviceprovi-
sions, andsurrounding business processes,andwe
illustratethis point with severalexamples.
We analyze requirements (desiderata) for repre-
senting such rules in contracts. The require-
ments include: declarative semanticsso as to en-
able sharedunderstanding and interoperability; pri-
oritized conflict handling so as to enable modu-
lar updating/revision; easeof parsing; integration
into WWW-world softwareengineering; direct ex-
ecutability; andcomputational tractability.
We give a representational approach that consists
of two novel aspects. First, we give a new fun-
damental knowledge representation formalism: a
generalizedversion of Courteous Logic Programs
(CLP), which expressively extends declarative or-
dinary logic programs (OLP) to includeprioritized
conflict handling, thusenabling modularity in spec-
ify ing and revising rule-sets. Our approach to im-
plementing CLP is acourteouscompiler that trans-�
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formsany CLPinto a semanticallyequivalent OLP
with moderate, tractablecomputational overhead.

Second, we give a new XML encoding of CLP,
calledBusinessRulesMarkup Language(BRML),
suitable for interchange between heterogeneous
commercial rule languages. BRML can also ex-
pressa broadsubset of ANSI-draft KnowledgeIn-
terchangeFormat (KIF) which overlapswith CLP.

Our new approach, unlike previous approaches,
provides not only declarative semantics but also
prioritized conflict handling, easeof parsing, and
integration into WWW-world software engineer-
ing. We argue that this new approach meetsthe
overall requirements to a greaterextent than any
of thepreviousapproaches,including thanKIF, the
leading previousdeclarativeapproach.

We have implemented both aspects of our ap-
proach; a free alpha prototype called Common-
Rules wasreleasedon the Web in July of 1999, at
htt p://al phaworks.i bm.com.

An extended version of this paper will be avail-
able as a forthcoming IBM ResearchReport (at
htt p://ww w.res earch .ibm.c om).

1 In tr oduction

One form of commercethat could benefit substantiallyfrom
automation is contracting, whereagentsform binding, agree-
able terms, and then execute theseterms. By “agents”, we
meaninitially partiesin the Economics sense, e.g., asbuyers
or sellers; however, once automated, theseagentsmight be
intelligentagents in the Computer Sciencesense.



By e-commerce“contracts”, wemeanin abroadsense:de-
scrip� tionsof goodsand servicesofferedor sought, along with
applicable terms& conditions, i.e., ancillary agreements de-
tailing termsof a deal. Suchterms include customer service
agreements,delivery schedules,conditions for returns,usage
restrictions, and other issuesrelevant to the good or service
provided.

Suchdescriptions are to be found in catalogs and store-
fronts, aswell asin bidsandrequestscommunicated(e.g.,by
agents)during negotiations, procurements,and auctions.

The overall contracting processcomprisesseveral stages,
including broadly:

1. Discovery: Agentsfind potential contractingpartners.

2. Negotiation: Contract termsare determined through a
processof communication betweenagents,often involv-
ing iterativemodificationof the contract terms.

3. Execution: Transactions and other contract provisions
areexecutedby theagents.

We observe that many contract terms involve conditional
relationships,and canconveniently beexpressed asrules,of-
ten called businessrules or businesspolicies. (Sometimes,
“businessrule” is used to meanany kind of significant ap-
plication logic, e.g., the algebraic formula for computing an
insurance annuity. By “rule” in this paper, we meanmore
specifically an implication (i.e., IF-THEN) in which the an-
tecedent (i.e., the IF part) may contain multiple conjoined
(i.e.,AND’ed) conditions.)

For example, rules are useful in describing:� terms& conditions, e.g., rulesfor price discounting;� service provisions, e.g., rulesfor refunds;and� surrounding business processes,e.g., rulesfor leadtime
to placeanorder.

(Section 2 elaborateson these examples.) We believe that
rules as an overall representational approach capture well
many aspectsof whatonewould liketo describein automated
contracts.

In this work we areconcernedprimarily with the negotia-
tion stage of contracting, and specifically with how to repre-
sentbusinessrulesin contracts.

The contract termsmayor maynot be modifiedduring the
negotiation stage.If not, the negotiation stagemaybea rel-
atively simple process of communicationfollowedby accep-
tance. Crucial during negotiation, however, is that all agents
must understand and agree. In terms of automation, thecon-
tract has to be communicatedand digestedby each agent,
with shared semantics. (More generally, some agentsmight
behuman, aswell asautomatic; however, theaspectsof hu-
man interaction are beyond the scopeof this paper.)

Our goal is asharedlanguagewith which agentscan reach
a common understanding of rules in contracts,such that the
rules are relatively easily modifiable, communicatable, and
executableby theagents.

Note that we make a sharp distinction between the repre-
sentationalmechanism for communicatingcontractrules,and
the actual rule execution mechanismsemployed by partici-
pating agents.Ourconcern hereis with theformer, thoughof
coursein designing a communication mechanism one must
considerandanticipate the requirements of execution to be
performedby eachof theagents.

We will take a declarative approach to businessrules in
contracts. By “declarative” semantics for rules, we mean
in the senseof knowledge representation (KR) theory, in a
manner abstractedaway from the choice of implementation
approach: the semanticssaywhich conclusions are entailed
(e.g., model-theoretically) by a given setof premises, with-
out dependenceon procedural or control aspectsof inference
algorithms. In particular, declarativesemanticsabstractaway
from whether the direction of rule inferencing is backward
versusforward.

2 ExampleRolesfor Rulesand Prioritized
Conflict Handling

Next, wegive a few brief examples, expressedin natural lan-
guage, of businessrulesin contracts. As we go, we will see
both theneedfor prioritized conflict handling — becauseof
conflict, and theopportunity for prioritized conflict handling
— becauseof naturally available prioritization information.

Example 1 (Refund Policy)
A typicalexampleof a seller’s refund policy is:� (Rule A:) “If buyer returns the purchasedgood for any

reason, within 30days, thenthepurchaseamount, minus
a 10% restocking fee,will berefunded.”� (RuleB:) “I f buyerreturnsthepurchasedgood becauseit
is defective, within 1 year, thenthefull purchaseamount
will be refunded.”� (Priority Rule:) “ If both Rules A and B apply, then
RuleB ‘wins’ , i.e., the full purchaseamount will bere-
funded”.

Here, we saya rule “applies” whenthatrule’s body (i.e., an-
tecedent) is satisfied. ThePriority Ruleis necessarybecause
it canhappenthat thebuyer returnsthegood becauseit isde-
fective within 30 days. In this case,Rules A and B conflict
with each other; both rules apply but their consequents are
incompatiblewith eachother. Theconflict is resolvedby pri-
ority: RuleB is specified to havehigherpriority thanRuleA.

Example 2 (Lead Time)
In business-to-business commerce, e.g., in manufacturing
supply chains,sellers oftenspecify how much leadtime, i.e.,
minimum advancenotice before scheduled delivery date, is
required in order to place or modify a purchaseorder. An
example of apartssupplier vendor’s leadtime policy is:� (RuleA:) “14 daysleadtime if the buyer is a preferred

customer.”
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� (Rule B:) “30 days lead time if the ordered item is a
minor part.”� (RuleC:) “2 days leadtime if: the ordereditem’s item-
type is backloggedat thevendor, and theorderis amod-
ificationto reducethequantityof theitem, andthebuyer
is a preferred customer.”� (Priority Rule:) “If RulesA and C both apply, thenRule
C ‘wins’ , i.e., 2 days leadtime.”

The rationale for Rule C is that the vendor is having trouble
filling its overall orders (from all its buyers)for the item,and
thus is pleasedto have this buyer relieve thepressure.

RulesA, B, and C mayconflict: two or threeof themmight
apply to a given purchaseorder. The Priority Ruleprovides
partial prioritization information – its rationalemight be that
RuleC is more specific, or more recent, thanRuleA. How-
ever, theaboverule-setleavesunspecifiedhow to resolvecon-
flict betweenRulesA andB, for example; no relativepriority
betweenthem is specifiedas yet. This reflectsa common sit-
uation when rulesaccumulate over time, or arespecified by
multiple authors: at any givenmoment during the process of
incremental specification, theremay be insufficient justified
priority to resolveall potentialconflicts.

Example 3 (BookstorePersonalized Discounting)
Sellersoftenprovide personalizedprice discounting. A topic
of considerable interest today among e-commerce sellers is
how to do this more cheaply and uniformly by automating it.
An exampleof abookstore’spersonalizeddiscounting policy
is: � (Rule A:) “5 percent discount if buyer hasa history of

loyal spending at thestore.”� (RuleB:) “10 percent discount if buyer hasa historyof
big spending at thestore.”� (RuleC:) “5 percentdiscount if buyerhasastorecharge
card.”� (RuleD:) “10 percent discount if buyer is a memberof
thestore’sPlatinum Club.”� (RuleE:) “No discount if buyer hasa late-payment his-
tory during thelast year.”� (Priority Rules:) “B is higher priority than all the oth-
ers;D is higher priority thanA andthan C; E is higher
priority thanA andthan C and thanD.”

Here,thePriority Rulesspecify asetof priority comparisons,
that aresufficient to resolve all the potentialconflicts among
therules.

Mor eExampleRolesfor Rules
We believe that many contract terms can bewell represented
asrules.� Policiesabout cancelling orders areoften similarin feel

to theexamplesaboveabout refundsandleadtime.

� Policies about discounting for groups or preferred
customer organizations, e.g., hotel discounts for AAA
members, are often similar in feel to theexample above
about personalizeddiscounting.

� In supply chain settings: requestsfor proposals, and re-
sponding bids, often involve conditional relationships
between price, quantity, and delivery date, e.g., “I f
the order quantity is between 400 and 1000 units, and
the delivery date is between15 and 30 days from the
orderdate,thenthe price is$48 per unit.”.

� In product catalogs, many properties of a product are
most naturally specified asconditional on otherproper-
tiesof thatproduct, rather thanbeingparticular to anin-
dividual product. E.g., “all laptop computers includean
internal modem”. E.g., “all women’s T-shirts areavail-
able in sizes XS, S, M, and L”, “all men’s T-shirtsare
available in sizesS, M, L, XL, and XXL”, and “all T-
shirts are available in colors navy, khaki, and black”.
E.g., “all V-necksweatersareavailable in fabricsacrylic
and cashmere”.

� Policiesabout creditworthiness, trustworthiness,and
authorization are oftennaturally expressedin termsof
sufficient and/or necessary conditions. Suchconditions
include: credentials, e.g., credit ratings or professional
certifications; third-party recommendations; properties
of atransactionin question, e.g., its sizeor modeof pay-
ment; andhistorical experiencebetween theagents, e.g.,
famili arity or satisfaction.

3 Rule Representations:Previous Approaches
including KI F, Requirements Analysis

In section1, we statedthat in this work our goal is a shared
language with which agents can reacha common under-
standing of rules in contracts,such that the rules are rela-
tively easilymodifiable, communicatable, andexecutable
by the agents.

In this section, we analyze and elaborate these require-
ments (i.e., criteria or desiderata, which we bold-face
throughout thissection) for a rule representation, and discuss
candidate previous approachesin light of them, as motiva-
tion for our approach. We begin by reviewing previous ap-
proaches.

There are multiple approaches already in wide imple-
mentedcommercial usefor representing business rules gen-
erall y (not for contracts in particular). Oneapproachis di-
rectly as if-then code constructsin general-purpose imper-
ative programming languages such as C, C++, and Java1.
Other approaches are more specific to rules. A second ap-
proach is Prolog [3], a programming languageorientedto-
wardsbackward-chaining rules. A third approach, closelyre-
latedtoProlog, is SQL views. In SQL-typerelationaldatabase

1trademarkof SunMicrosystemsInc.
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systems[22] a view is defined,in effect, by a set of rules. A
fourth
�

approach,fairly closelyrelated to SQLviews,is event-
condition-action rules / “active rules” / “tr iggers” [22] of the
kind found in many databasesystemsand routing systems.
Theseareforward-directed, triggeredby events such asup-
dating a databaserelation. A fifth approach is production
rules, a form of forward-chaining rules, of the kind in sys-
temsdescended from the OPS5 system [4]. Thereare other
approachesaswell, e.g., in expert systems, knowledge-based
systems,and intell igent agent building tools, but the above-
listed areprobably the currently most commercially impor-
tant, especiall y in e-commerce.

A sixthapproach for representing businessrulesis Knowl-
edge Interchange Format (KIF)2. KIF is not a directly ex-
ecutable representation. Rather, KIF is a language for in-
terchange of knowledge, including rules,betweenheteroge-
neous softwaresystems, e.g., agents. More precisely, KIF is
a prefix3 version of first-order predicatecalculus (i.e., first-
order classicallogic) with extensions to support the “quote”
operator (thusenabling additional expressivenessakin to that
of classical higher-order logic) and definitions. KIF is cur-
rently well along in the ANSI standards committeeprocess.
Supporting or endorsing KIF is alsobeing considered infor-
mally in severalotherstandardsefforts relevantto agent com-
munication, e.g., FIPA4. KIF, however, is not yet in wide im-
plementedcommercial use.

Next, we elaborateon requirements and relatethem to the
previous approaches. One group of requirements revolves
around heterogeneity. Specifically, themultiplicity of widely
implemented approaches implies an immediate requirement
to cope with heterogeneity of implementations of busi-
ness rules. The ability to communicatewith shared under-
standing then implies the requirementsof interoperabilit y
with declarative semantics. Theabove-listedwidely imple-
mentedapproacheslack fully declarative semantics.

Communicatabil ity andinteroperability imply the require-
ment of ease of parsing rule-setsthat are being communi-
cated. Interoperabilit y and practical executability imply the
requirement of integration into WWW-world software en-
gineerin g overall. The XML aspect of our approach facili-
tatessuchparsingand integration.

A second group of requirementsrevolves around expres-
siveness.A basicoverall requirement is expressivepower in
specifying rules.Practicalexecutabilit y, however, implies the
strong desirefor computational tractability in the senseof
average-caseandworst-casecomplexity. Expressive power
has to be balanced against tractability .

2http:/ /logic .stanf ord.ed u/kif/ and
htt p://ww w.cs.u mbc.ed u/kif/

3The current draft ANSI specification of KIF
(htt p://lo gic.st anford .edu/k if/dpa ns.ht ml ) also
includesan infix version of KIF intended for human consumption
ratherthanautomatedexchange.

4Foundation for Intelligent Physical Agents:
htt p://ww w.fipa .org

Easeof modifiabili ty implies the requirement of expres-
sive conveniencefor theprocessof specification. Expressive
convenienceis in part anaspectof expressivepower, but also
implies theneedfor conceptual naturalnessof semantics.

An important aspectof expressive power is the ability to
conveniently expressrulesthatarelogicall y non-monotonic,
i.e., rulesthatemploy negation-as-failureor aredefault rules.
In particular, it is important to conveniently express pri-
oritized conflict handling, i.e., where some rules are sub-
ject to override by higher-priority conflicting rules, such as
by special-case exceptions, by more-recent updates,or by
higher-authority sources. As we saw in our contract rule-set
examples in section 2, conflict, and theneed/opportunity for
prioritizedoverride, frequently arise.

Most commercially important rule systems(including the
above-li stedwidely implementedapproaches) employ non-
monotonic reasoning as an essential, highly-used feature.
Typically, they employ someform of negation-as-failure. Of-
ten they employ some form of prioritized override between
rules,e.g., the staticrule sequencein Prolog or thecomputed
rule-activationsequence/“agenda” in OPS5-heritageproduc-
tion rule systems.

In modern softwaredesign, it is widely recognized that a
vital aspect of modifiabili ty is modularit y and locality in
revision, e.g., in the manner that subclassing and informa-
tion hiding provide in object-oriented programming. Prior-
itized conflict handling enables significantly easiermodifi-
cation and more modular revision/updating. New behavior
canbespecifiedmore often by simply adding rules, without
needing to modify the previous rules. E.g., a more specific-
caserulecanbeaddedandgivenhigher-priority thanaprevi-
ousgeneral-caserule,without needing to modify thegeneral-
caserule. This is similar to the modular/local gracefulness
in object-orientedprogramming of adding asubclasswithout
needing to modify the superclass.

Another important aspect of expressive power, in rela-
tion to practical executabil ity, is the ability to conveniently
expressprocedural attachments. Procedural attachments
are the association of procedure calls with belief expres-
sions, e.g., in Example 1, the association of the Java method
CustomerA ccoun t.set Credit Amount with the logi-
cal predicate �����
	��� . Procedural attachments are crucial in
order for rules to have actual effect beyond pure-belief in-
ferencing, e.g., for actions to be invoked/performed asa re-
sult after rule conclusions are inferred. Procedural attach-
ments are also very useful to invoke procedure calls when
rule conditions are tested/queried. Almost all of the above-
listed widely implementedapproachesincludeprocedural at-
tachments.

However, procedural attachmentsare semantically prob-
lematic, andanopenresearch issuetoday ishow to give them
a semanticsthat abstractsaway from implementationdetails
and is thus akin to being declarative. (Seethe discussion of
SituatedLogic Programs in section 5.)
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KIF hasbeendevelopedspecifically for purposesof com-
munica� tion, in responseto theneedto cope with implemen-
tational heterogeneity of rulesandother knowledge. By con-
trastwith the above-li stedwidely implemented approaches,
KIF hasa fully declarativesemantics;indeed, that is its main
intended strength. Its declarative semanticsis basedon clas-
sicallogic, primarily focusing on first-order logic. First-order
logic is logically monotonic, highly expressive, andcompu-
tationally intractable (to perform inferencing) for thegeneral
case.

KIF can express a broad classof rules. However, it has
several important shortcomings as a language for business
rules in e-commerce, including in contracts. Perhaps most
crucially, KIF hasa shortcoming of its fundamentalknowl-
edge representation (KR): it cannot (conveniently) express
logical non-monotonicity, including negation-as-failure, de-
fault rules,andprioritized conflict handling; KIF is logically
monotonic. KIF also cannot (conveniently) expressprocedu-
ral attachments;it is apure-belief KR. KIF hasbeendesigned
with an orientation towards knowledge asa non-executable
specification asmuchor more thantowardsknowledgeasex-
ecutable. Also, theKIF effort hasfocusedmore on a highly
inclusively expressiverepresentationthanoneaseof develop-
ing translators in andout of thatrepresentation(this is some-
thing the XML aspect of our approachimprovesupon).

In our view, noneof theabove-listedprevious approaches
to representing businessrules, nor any other previous ap-
proach that weareawareof, satisfactorily meetsthewholeset
of requirements we listedabove (in bold-face).In particular,
the widely-implementedapproachesabove lack sufficiently
declarative semantics;KIF, though declarative, lacks logical
non-monotonicity.

KIF’sdeclarativeapproachdoes,however, inspireusto de-
velopour own declarative approach.

4 A NewDeclarativeApproach to Rules:
CourteousLogic Programs+ XML

The approachis to choose Ordinary Logic Programs (OLP)
— in thedeclarativesense([1] providesahelpful review), not
Prolog — asafundamentalKR, plus to embody thisKR con-
cretely in XML for purposesof communicationbetweenthe
contracting agents. 5 Logic programsarenot only relatively
powerful expressively, but also practical,relatively computa-
tionally efficient, and widely deployed.

We expressively extend the approach’s declarative fun-
damental KR formalism to be Courteous Logic Programs
(CLP). CLP expressively extends Ordinary Logic Programs
to include prioritized conflict handling, while maintaining
computational tractability. CLP is a previous KR [10] which

5“Ordinary” logic programs arealsosometimes known as“gen-
eral” (e.g., in [1]) or “normal” logic programs,or as(thedeclarative
versionof) “pureProlog”.

wehaveherefurther expressively generalized,notably tohan-
dle pairwise mutual exclusion conflicts, rather than simply
conflicts of theform � versus �
� .
4.1 First KR Step: Ord inary Logic Programs
We begin defining our approach by choosingthe fundamen-
tal KR for rulesto be: declarative Ordinary Logic Programs
(OLP),with thewell-founded semantics(WFS) [23], initially
expressively restricted to the predicate-acyclic case(defined
below). (Henceforth, we will leave “declarative” impli cit.)
This is a “pure-belief” KR, i.e., it lacks procedural attach-
ments.

Each rule in anOLP hastheform:����� ������������� �"!#�%$&��!�'(���)�*�����%$"�&+,�
Here, �.-0/1-32 , andeach

�&4
is a logicalatom.

� �
is called

the head (i.e., consequent) of the rule; the rest is called the
body (i.e., antecedent) of the rule. If the body is empty, the�

may be omitted. A ground rule with empty body is called
a fact.

$
stands for the negation-as-failure operator symbol,

and is readin English as“f ail” . Intuitively,
$ � means that �

is not believed to be 56��	
� , i.e., that � ’s truth value is either
�,798;:<� or 	��>=?��@BA"� .

E.g., thefirst rule in Example 2 might bewrittenas:
@B�C9�<�EDF@EEG6�
G6H*7E56G6@B��IJ@B56G6H*�9KML<N&�C9�<��OP979QR:TS*U?V� �W�C���
�����C�<?X�	
:�5Y@B/Z���EN[�\K]L<^_	`Q?���COPL�a\�B8b8;���EV� ��	
��H�c�7R:<��N&�CT�<�WK]L<N[�CT���COPLB^_	�QR�<��OdLBae�<8f8b�<�CV �

Here, the prefix “ L ” indicatesa logical variable.
Ordinary LP’shavebeenwell-studied, and havea largelit-

erature(reviewed,for example, in [1]). For severalbroadbut
restricted expressivecases,their (declarative)semanticsisun-
controversial:e.g., for thepredicate-acyclic, stratified, locally
stratified,and weakly stratified cases;these form a seriesof
increasingexpressivegenerali ty. However, OLP’shaveprob-
lematic semanticsfor the unrestrictedcase, due essentially
to the interactionof recursion with negation-as-failure. “Re-
cursion” here means that thereis a cyclic (path of syntactic)
dependency among thepredicates(or, moregenerally, among
theground atoms)through rules.Moreprecisely, a logic pro-
gram g ’s predicate dependency graph h&ikjml is defined as
follows. Theverticesof the grapharethe predicatesthatap-
pear in g . no��OPpCq is a (directed) edge in h&irj l if f thereis a
rule � in g with � in its head and p in its body. “Predicate-
acyclic” meansthattherearenocyclesin thepredicatedepen-
dency graph. “Stratified” (in itsvariousflavors)meanscycles
of a restrictedkind are allowed.

Thewell-foundedsemanticsis probably thecurrently most
popular semantics for the unrestricted case,and is our fa-
vorite. With WFS, the unrestrictedcasealwayshasa single
setof conclusions, andis tractable undercommonly-met re-
strictions (e.g., VBD definedbelow).

Our approach for an initial practically-orientedLP-based
businessrules KR is, however, to keep to expressively re-
strictedcasesthathaveuncontroversial(i.e., consensusin the
research community) semantics — starting with predicate-
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acyclic. Comparedto theseuncontroversial cases,the unre-
stricted
�

case (e.g., with WFS)is more complex computation-
ally and, perhaps evenmore importantly, is more difficult in
terms of softwareengineering. It requires more complicated
algorithmsand is not widely deployed. Thepredicate-acyclic
expressive restriction canbecheckedsyntactically with a rel-
atively simple algorithm and with relatively low computa-
tional cost.

An OLP(with WFS)consistsof asetof premiserules, and
entailsa setof (primitive)conclusions. In apredicate-acyclic
OLP, each conclusionhasthe form of a ground atom. Intu-
itively, each conclusionatomis believed to be 56��	`� , andevery
other (i.e.,non-conclusion) ground atom is not believedto be
56��	`� (recall

$
above).

Next, we discussthe advantages of OLP’s (with WFS).
(Adv 1): OLP hasa fully declarative semantics that is use-
ful and well-understood theoretically. (Adv 2): OLP in-
cludes negation-as-failure and thus supports basic logical
non-monotonicity. (Adv 3): OLP hasconsiderable expres-
sivepower, yet is relatively simple and is not overkil l expres-
sively. (Adv 4): OLP, unlike first-order-logic/KIF, is compu-
tationally tractable in the following sense.Undercommonly
met expressive restrictions, e.g., VBD, inferencing — i.e.,
rule-setexecution — in OLP canbe computedin worst-case
polynomial-time. Here,we say that an LP is “VBD” when
either (a) it is ground, or (b) it has no logical functions of
non-zeroarity (a.k.a. the Datalog restriction6) and it hasa
bounded numberof logical variables appearing in eachrule.
By contrast,classical logic, e.g., first-order logic — and thus
KIF, is co-NP-hardunder theVBD restriction. (Adv 5): We
observe predicate-acyclic OLP’s semantics is widely shared
among many commercially important rule-based systems as
an expressive subsetof their behavior. Prolog is the most
obvious family of such systems. Relational databasesarean-
othersuchfamily: many SQLview definitions(andrelational
algebra operations) are in effect OLP rules. OPS5-heritage
production rule systems are less closely relatedbecauseof
their extensive use of procedural attachments, but insofar
asthey commonly do pure-belief predicate-acyclic inferenc-
ing, their semantics is closely related to forward-directed
OLP’s. Event-condition-actionrulesaresomewhatsimilar in
this regard to a simple form of production rules. Othersys-
temssharing the semanticsinclude many expert/knowledge-
based systems andintelligent agent building tools; many of
these implement forward-directedpredicate-acyclic OLP’s.
Predicate-acycli c OLP semantics thusreflectsa consensus in
therule representationcommunity thatgoesbeyond the logic
programming community. (Adv 6): Predicate-acyclic OLP’s
are, in effect,widely implementedand deployed,including in
Prolog’sandSQLrelational databases,but alsobeyondthem.

6It is usually straightforwardto representationally reformulatea
rule-setsoasto replacea logical function s having arity tvu0w by
a predicates<x having arity t&y3z , whereintuitively the {bt"y|z~}M���
argumentcorresponds to theresult of applying thefunction.

(Adv 7): There is a large population of developers(not just
researchers) who arefamiliarwith them.

4.2 KR Extension to CourteousLogic
Programs

Courteous LP’s (CLP) expressively extends Ordinary LP’s
(with WFS) by adding the capability to conveniently ex-
pressprioritizedconflict handling, while maintaining compu-
tational tractability (e.g., under the VBD restriction). CLP
is a previous KR [10] which we have here further expres-
sively generalized, notably to handle pairwisemutual exclu-
sionconflicts, ratherthansimply conflicts of the form � ver-
sus�
� . (Here, � stands for classical negation. Intuitively, �
�
means� is believedto be definitely �,7?8f:<� .)

CLP can be tractably compiled to OLP. Indeed, we
have implemented such a courteouscompiler [11] [13] [12].
Thecompilerenablesmodularity in softwareengineering and
easesimplementationand deployment: the CourteousLP ex-
pressivecapability canbeaddedmodularly to anOrdinary LP
rule engine/systemsimply by adding a pre-processor. Com-
pilation’s computational complexity is cubic, worst-case, but
oftenis closerto linear.

In thispaper, wedo not havespaceto givefull detailsabout
thegeneralizedCLP formalismor its courteouscompiler. In-
stead,herewewill giveanoverview andsomeexamples.For
details, see[12] andtheforthcomingextendedversion of this
paper.

CLP handles conflicts between rules using partially-
ordered prioritization information that is naturally available
basedonrelativespecificity, recency, andauthority. Rulesare
subject to override by higher-priority conflicting rules. For
example,somerulesmaybeoverriddenby otherrulesthatare
special-caseexceptions,more-recent updates,or fromhigher-
authority sources.

Courteous LP’s facilitatespecifying setsof rules by merg-
ing, updating and accumulating, in a stylecloser(thanOrdi-
nary LP’sor thanclassical logic/KIF) to natural languagede-
scriptions.Theexpressiveextensionprovidedby CLPis thus
valuable especially because it greatly facilitatesincremental
specification, by ofteneliminatingtheneedto explicitl y mod-
ify previousruleswhenupdating or merging. In termsof the
rule representationrequirementswegavein section 3, thisen-
ablessignificantly greatermodularity, locali ty, ease of modi-
fication, expressiveconvenience,and conceptual naturalness.

In CLP, prioritiesarerepresentedvia a factcomparing rule
labels: @B�R������G]?�B:TKf��	
8f�TSEO���	,8b���CV meansthat ��	,8b�9S hashigher
priority than �B	
8b��� . If ��	,8b�9S and ��	
8b��� conflict, then ��	
8f�TS
will win theconflict.

Syntactically, a CLP rule differs from anOLP rule in two
ways. First, it may have an optional rule label, used as a
handle for specifying prioritization. Second, eachrule literal
may be classically negated. Syntacticall y, OLP is simply a
special caseof CLP. An OLP rule lacksa labelanddoesnot
mention classicalnegation.
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A CLPrule hastheform:
n;8f7R�~q�� ��� � ����������� � !�%$ � !�'(� ���������%$ � + �

Here, �3-�/�-�2 , andeach � 4 is a classicalliteral. A clas-
sical literal is a formula of the form

�
or � � , where

�
is

an atom. � stands for the classical negation operator sym-
bol, and is readin English as“not”. 8;79� is the rule’s label.
The label is optional. If omitted, the label is saidto beempty.
The label is not required to beuniquewithin thescope of the
overall logic program; i.e., two rulesmay have the samela-
bel. The label is treatedasa0-ary functionsymbol. The label
is preservedduring instantiation; all the ground instancesof
the rule above have label 8;7R� . @B�9�<����GMT��: andthe labels are
treated aspart of the languageof thelogic program, similarly
to otherpredicateandfunction symbols appearingin thelogic
program.

Semantically, aCLPentails asetof (primitive)conclusions
eachof which is a ground classical literal. Classicalnega-
tion is enforced: � and �
� arenever both concluded, for any
(classicalliteral) � . Thiscanbeviewedastheenforcingof an
implicit mutual exclusionbetween � and �
� .

In the newly generalizedversion of CLP, the CLPalsoop-
tionally includesa setof pairwise mutual exclusion (mutex)
statements, along with the rules. These mutex’s specify the
scope of conflict. An unconditional mutex hasthe syntactic
form: � � � � � ��� �
whereeach � 4 is a classical li teral. Semantically, eachsuch
mutualexclusion specifiedby amutex is enforced: � � and ���
arenever both concluded(for any instantiation). These mu-
tex’sareparticularly useful for specifying thatat mostoneof
asetof alternativesis to bepermitted. E.g., in Example 1, it is
straightforward to specify via amutex thattherefundpercent-
agemustbeatmostoneof thevalues � 90% , 100%� . E.g., in
Example 2, it is straightforward to specify via 3 mutex’s that
the leadtime must be at most one of the values � 2 days,14
days, 30 days� . E.g., in Example 3, it is straightforward to
specify via 3 mutex’s that the discount percentage mustbeat
mostone of the values� 0%,5%,10%� .

It is expressively moreconvenientsometimesto useamore
general form of mutex: a conditional mutex, which hasthe
syntacticform:� � � ��� � ��� K]L����� L���V �
where LB� and LB� are logical variablesthat appear respec-
tively in � � and ��� . E.g.,� � � G]�9�Bi�GY:<H*@B	���5*K]L�X&	,:�5~OdLB�_h[����H*�<��5�V�J� GM�?��i�G6:<H*@B	
�,5*K]LBX&	�:�5~OdL���h[�<�CH*����5�V

� K]LB�mh[�<�CH~�<��5��� L���h[�<�CH*����5�V �
This conditional mutex enablesone to specify with a single
mutex statement (ratherthanwith threeormoreunconditional
mutex’s) that for a given customer LBX�	,:�5 there must be at
mostone valueconcludedfor the discount percentage.

The enforcement of classicalnegationcanbe viewed asa
setof implicit unconditional mutex’s, one for eachpredicate

�
, thateachhave the form� � � K;L���SEO ����� O L��¡/¡V � � � K;L���SEO ����� O L��¡/¡V �

where
�

’s arity is / . This is calleda classical mutex.

Example 4 (Ordering Lead Time, in CLP)

Example 2 can be straightforwardly representedin CLP as
follows:
n;7?q�@B�C9�<�CD�@�TG6�
GMH*7956GM@B��I¢@B56G]H*�?K]L<N[�CT�<��OP979QW:CS�UTV� �`�C�<�,�����C�B9X&	�:�5Y@B/v���ENm�£KML�^_	�QR�<��OdLBae�<8f8b�<�EV ��`	`��H�c`7R:���N&�C9�<�WK;LBN���?����O LB^m	�QR�<��OdLBa\�B8f8f���CV �
n]�*q�@B�CT���ED�@�TG6�`G6H*7956GM@���I¡@�5MG6H*�?K;LBN��C9���COP979QR:<¤E2EV� /vG]��@���h[7T��5*K]LBN��CT�<�CV �

�`	`��H�c`7R:���N&�C9�<�WK;LBN���?����O LB^m	�QR�<��OdLBa\�B8f8f���CV �
n;H�q�@B�CT�<�ED�@�9GM�
GMH*7956G6@B��IJ@B56GMH*�?K;LBN��C9����OdT79QW:<�EV� �`�C�<�,�����C�B9X&	�:�5Y@B/v���ENm�£KML�^_	�QR�<��OdLBae�<8f8b�<�EV �

@B�C9�<�EDF@EEGY�`G6H*795]G6@B��¥�QB�`�9KML<N&�C9�<��O��C�BT	`H*��V �
@B�C9�<�C¦E5Y�</r¦?:<¦E��^§7?H�=R8b@ � K;L�N&�C9�<�EV �
�`	`��H�c`7R:���N&�C9�<�WK;LBN���?����O LB^m	�QR�<��OdLBa\�B8f8f���CV �

@B�R������G]?�B:TK;H�OP7RV �� � @B�C9�<�ED�@CEG6�
G6H~7956GM@B��I¢@B56GMH��TK]L�N&�CT�<��OdL�� V �
@B�C9�<�EDF@EEGY�`G6H*795]G6@B��IJ@B56G6H*�9KML<N&�C9�<��OdL<�§V

� K]L<�¨�� L<�_V �
To represent this example directly as an Ordinary LP —
while handling conflict appropriately in regard to priorities
and guaranteeing consistency — requires modifying the
rules to add extra “interaction” conditions that prevent more
than one rule applying to a given purchaseorder situation.
Moreover, adding a new rule requires modify ing the other
rules to add additional such interaction conditions. This is
typical of conflicting rule-setsandunderscores the advantage
of the prioritized conflict handling expressive feature (recall
the discussionof modularity and ease of modification in
section3).

Semantically, the prioritized conflict handling in CLP is
defined by a process of prior itized argumentation among
opposing candidates. Opposition is specifiedby the setof
mutex’s. Each rule � whose body is satisfied, i.e., which
“fires”, generatesa candidate H for � ’s (appropriately instan-
tiated) head� . This candidatehasanassociatedlabel, which
is simply thatrule � ’s label. In general, theremaybemultiple
candidatesfor agiven � , i.e., a teamfor � . If andonly if there
is anopposingcandidate  (i.e., a candidate for anopposing
literal p ) thathashigherpriority thancandidate H , then H is re-
futed. Suppose thereis an unrefutedcandidatefor � . If there
areno unrefutedcandidatesfor any opposerof � , then� wins,
i.e., � is concluded. However, it maybethat thereis anunre-
futedcandidatefor an opposerof � ; in thiscase,theopposing
unrefutedcandidatesskepticall y defeateachother. The con-
flict cannot beresolvedby thespecifiedpriority; neither� nor
its opposer is concluded.

Another way to view this is as follows. An opposition-
locale is a set of c©-�� ground classical literals that op-
poseeachother, such thatat mostone of those literals is per-
mitted (by the specifiedmutex’s) to be concluded. In each
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opposition-locale, if the maximal-priority candidatesareall
for thª e sameliteral, thenthat literal wins.

The definition of CLP includessome additionalexpressive
restrictions,which we do not have space to detailhere.

CLP always producesa consistentsetof conclusions,en-
forcing all themutex’s. CLP alsohas several other attractive
well-behavior properties,including about merging andabout
natural behavior of prioriti zation; however, we do not have
spacehere to detail these.

The courteous compiler in effect represents the priori-
tized argumentation processin OLP. It introducessome ex-
tra “adorning” predicates to represent theintermediatestages
of argumentation: candidates,unrefutedcandidates, skepti-
cal defeat, etc.. The compiler makes it simple to detectan
unresolved conflict, e.g., to raisean alarm about it in either
forward or backwardreasoning.

From the tractability of courteous compilation, it follows
directlythatCourteousLP inferencingundertheVBD restric-
tion is tractable. It hasthe sameworst-case time andspace
complexity as: OLP inferencing where the bound � on the
numberof variablesper rule hasbeenincreasedto �&«3� .

NotethatCLPoverlapssyntacticallyand semantically with
KIF for a broadcase.CLP without negation-as-failure,with-
out labels (or ignoring labels), and without conflict, is syn-
tacticallya restricted(essentially, clausal)caseof first-order-
logic (FOL)/KIF. Semantically, suchCLPissoundbut incom-
pletewhencomparedto FOL/KIF, in that its entailedconclu-
sionsareequivalent to a (conjunctive)setof ground literals.

4.3 XML Embodiment: BusinessRules
Mark up Language

Our approach includes a second aspect beyond the funda-
mental KR. We embody the rule representationconcretelyas
XML documents.

Next, we give, for the first time, an XML embodiment of
CLP. Called Business RulesMarkup Language (BRML), this
XML embodiment functions asan interlingua between het-
erogeneousrule representations/systemswhich different con-
tracting agentsmay beemploying. BRML inheritsthedeclar-
ative semanticsof CLP.

BRML also is the first XML embodiment of (declarative)
OLP to our knowledge. SinceCLP also expressively covers
a subsetof KIF, asdescribedabove, BRML is alsoan XML
embodiment of that subsetof KIF — to our knowledge, the
first XML embodiment of (any fragmentof) KIF.

Figure 1 shows the CLP from Example 4 encoded in
BRML. Only the first rule of that Example is shown in de-
tail. “clite ral ” means “classical literal”. “ fc litera l ”
meansa rule body literal, i.e., a literal formed by optionally
applying thenegation-as-failureoperator outside/in-frontof a
classicalliteral.

In this paper, we do not have space to give full de-
tails about the XML encoding. For full detail s, see:
(1) the CommonRules prototype download package (at

<?x ml ver sion=" 1.0"?>
<cl p>

<erule r ulelab el="a" >
<head>

<clite ral pr edicat e=
" orderM odific ationN otice" >

<vari able name="Order"/ >
<func tion name="d ays14" />

</clit eral>
</head>
<body>

<and>
<fcli teral predic ate=

"pref erredC ustome rOf">
<var iable name=" Buyer" />
<var iable name=" Seller "/>

</fcl iteral >
<fcli teral predic ate="p urchas eOrder ">

<var iable name=" Order" />
<var iable name=" Buyer" />
<var iable name=" Seller "/>

</fcl iteral >
</and>

</body>
</ erule>

. .. [re st of rules & mute x’s sk ipped]
</c lp>

Figure1: XML , i.e., BRML, for Example 4.

htt p://al phaworks.i bm.com), which contains the
XML DataTypeDefinition (DTD) for BRML, explanationof
it, andanumber of examples(esp. “orderingleadtime” there);
and (2) the forthcoming extendedversionof this paper. The
current DTD is in draft form; updatesto it wil l bepostedon
the authors’ websites.See[14] for how BRML fits into the
larger context of agent communication languages,including
theFIPA Agent Communication Language(ACL) draft stan-
dard.

As comparedto theusual plain ASCII text style of embod-
iment cf. KIF or Prolog or most programming languages,
the XML approach has several advantages. It facilitates
developing/maintaining parsers (via standard XML parsing
tools), andintegratingwith WWW-world softwareengineer-
ing. XML is easier to automatically parse, generate, edit,
and translate,becausethere are standard XML -world tools
for thesetasks. The hyper-text (i.e., links) aspects of XML
arealsouseful. For example, a rule setmay via XML have
some associatedURL’s which point to documents describing
that rule set’s knowledge representation or authors or appli-
cation context. Or it may have associatedURL’s which point
to tools for processingthatrule set,e.g., to execute it, edit it,
analyzeit, or validateit (syntactically or semantically). Par-
ticularly useful for our nearer-termpurposesis that anasso-
ciatedURL may point to documents describing the seman-
tics and algorithms for translatorservicesor components, as
well asto translatortools and examples. Representing busi-
ness rules in XML hasa further advantage: it will comple-
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ment domain-specificontologies(i.e.,vocabularies)available
in XML.¬ Many such ontologiesexist already, andmany more
areexpectedto be developedin thenext few years, including
in e-commerce domains. TheXML approachalsofacilitates
integrationwith Electronic DataInterchange(EDI) and other
e-commerce componentsthat “talk” XML.

We have implemented sample translators that go (bidi-
rectionall y) from the XML interlingua to several ac-
tual rule systems as proof of feasibility . These rule
systems include two previously existing WFS OLP
inferencing engines built by others and implemented
in C. One is exhaustive forward-direction: Smod-
els (version 1), by Ilkka Niemela and Patrik Simons,
htt p://sa turn.h ut.fi/ html/s taff/i lkka.h tml .
The other is backward-direction: XSB, by David Warren
et al, http:/ /www.c s.sun ysb.e du/˜sb prolo g.
In addition, we have implemented a sample translator to a
third, predicate-acyclic WFS OLP inferencing engine we
buil t ourselvesin Java. Furthermore,we have implemented a
sample translatorto ANSI-draft KIF (ASCII format).

5 Discussion and Futur eWork

The implementation of our approachwasreleasedasa free
alpha prototype called CommonRules on the Web in July
of 1999, at ht tp://a lphaw orks. ibm.co m. This pro-
totype is a Java library that includes both the CLP and the
BRML aspects of our approach. In particular, it includesa
courteous compiler and sample translators betweenBRML
and several other rulesystems/languages.

In summary, we believe our approach combining CLP and
XML meetsthe whole setof requirements we gave in sec-
tion 3 betterthanany previousapproach. Indeed,we believe
our approachmeetsevery one of thoserequirements to a sig-
nificant degree,with oneexception: theabilit y to expresspro-
cedural attachments.

The usefulnessof rulesin a declarative KR for represent-
ing executablespecificationsof contractagreementsis based
largely on their following advantagesrelative to other soft-
warespecification approachesand programming languages.
First, rulesareat a relatively high level of abstraction, closer
to human understandability, especiallyby businessdomain
experts who are typically non-programmers. Second, rules
arerelatively easy to modify dynamically and by such non-
programmers.

In current work, we are expressively generalizing fur-
ther to Situated Courteous LP’s, so as to enable procedu-
ral attachments as well — in a semanticall y cleanmanner
(i.e., declaratively in a particular well-definedsense). Situ-
atedLP’s[9] [16] [15], another expressive extensionof Ordi-
nary LP’s, hook beliefs to drive procedural APIs. Procedu-
ral attachments for condition-testing(“sensing”) and action-
performing (“effecting”) are specifiedaspart of the knowl-
edge representation: via sensor andeffector link statements.

Each sensor or effector link associatesapredicatewith anat-
tachedprocedure.7

In current work, wearealsoexpressively generalizingCLP
and BRML furtherto relax expressive restrictionssuch ason
cyclicity/recursion restriction, e.g., to bestratifiedrather than
predicate-acyclic.

Thereareseveralotherformalisms for prioritizedLP’s that
havesimilar syntaxtoCourteousLP’s(exceptfor lacking mu-
tex’s) but different semantics in regard to conflict handling
(see[10] [11] for a review). A direction in our current work
is to explore this dimensionof heterogeneity. None of these
other formalismsto our knowledge hasasattractivea combi-
nation of useful expressivepower, software-engineering mod-
ularity, well-behavior (e.g.,consistency, uniquesetof conclu-
sions), tractability, andconceptualsimplicity (e.g., in prioriti-
zation behavior andmerging). In particular, nonecan express
mutex’s (besidesimplicit classical mutex’s), and none has a
compiler to OLP’s.

Thereare other, moreexpressively powerful approachesto
prioritizeddefaultreasoning such asPrioritized Default Logic
[2] and Prioritized Circumscription [19] [18] [7] [8] that es-
sentiallycanexpressmutex’s,but in thesetheprioritizedcon-
flict handling imposescomputationally intractable overhead
[6].

It appears fairly straightforwardto extendour BRML DTD
in stages so asto express full first-order logic andthen full
KIF. A direction for future work is to createa DTD, maxi-
mally compatibly with BRML, thatexpressesfull KIF.

In other work [21], we have extended our contract rule
representationapproachwith negotiationfeaturesorientedto-
wardsautomatic configuration of auctions,including to spec-
ify which attributesof a contractareto be thesubject of ne-
gotiationor bidding.

Of course, there is yet more to do to fulfill our approach’s
promise, and achieve its ultimate goals. Further issues for
future work include: meshing more closely with other as-
pects of contracts,e.g., transactions, payments, negotiation
and communicationprotocols [5] [20], EDI, andutility/cost-
benefit; fleshing out the relationships to a variety of com-
mercially important rule representations/systems; represent-
ing constraints as in constraint satisfaction and Constraint
Logic Programs; and representing delegation as in secu-
rity/authorizationpolicies [17].

An extended version of this paper will be avail-
able as a forthcoming IBM Research Report (at
htt p://ww w.res earch .ibm.c om).
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