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Figure 1: Our proposed Sim2Real human participant study. Left: a participant trains a robot on a grounded language task in
virtual reality. Middle: the simulated robot percepts. Right: the learned model is tested on the physical robot.

ABSTRACT
For robots deployed in human-centric spaces, natural language
promises an intuitive, natural interface. However, obtaining appro-
priate training data for grounded language in a variety of settings is
a significant barrier. In this work, we describe using human-robot
interactions in virtual reality to train a robot, combining fully simu-
lated sensing and actuation with human interaction. We present the
architecture of our simulator and our grounded language learning
approach, then describe our intended initial experiments.

CCS CONCEPTS
• Computer systems organization → Robotics; • Theory of
computation → Semi-supervised learning; • Human-centered
computing → Virtual reality.
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1 INTRODUCTION
Robots deployed in dynamic, varied human settings will need to
contend with a wide range of possible environments and tasks.
One approach to addressing this is to allow end users to teach and
instruct their robots using grounded language—natural language
about the physical setting. In robotics, this has generally involved
combining sensor data with human language [25, 26, 29, 35], and
sometimes gesture and other modalities [23, 37], to create a joint
model of what language refers to in the robot’s frame of reference.
However, this process requires extensive training data, covering a
wide variety of settings, objects, tasks, and language. Relying on
pre-trained models can reduce this training load, but not eliminate
it, given the perceptual variations of different environments and the
idiosyncrasy of human language. In addition, such data collection
tends to suffer from a failure to include diverse populations, largely
as a result of dependence on populations of convenience.

The ultimate goal of this work is to improve our ability to
gather data in different settings and from different groups. We ap-
proach this by creating VR scenarios, in which a person can teach
a robot about objects while simulated perceptual data is collected
along with language and gesture. This learned model can then be
brought to a physical robot, where training can be completed—the
“Sim2Real” approach. In this work we describe the RIVR (Robot In-
teraction in Virtual Reality, or “river”) simulator, which is designed
to conduct human participant experiments in an environment that is
both immersive for a person and technically correct for a robot. We
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utilize the Unity game engine to build our simulated environments,
and use ROS# [3] to link it with ROS [31] and Gazebo, allowing the
same software and message-passing to be used on the virtual robot
and its physical analog. We leverage our photogrammetry facility
in order to collect realistic human models to use as avatars.

Simulation has been a valuable tool in robotic research [7, 11,
12], including in teaching robots about their environments using
natural language [1, 8, 15, 21, 30]. However, these environments
typically do not provide the embodied interaction between robot
and human that HRI often requires. Similar to Bartneck et al. [2],
we are leveraging the Unity game engine’s powerful animation
and interaction tools to facilitate the development of complex HRI
studies. Virtual reality, meanwhile, allows for a user to be fully
immersed in an environment and has shown promise when used as
a tool to provide training demonstrations, for example in learning
grasping policies [17, 32, 36].

Our work seeks to bring both tools together. The work most
similar to ours is the SIGVerse project [16]; however, our work
focuses on gathering language for grounded language learning in
parallel with gathering aligned, high-quality simulated perceptual
data, collected in a wide variety of human environments. RIVR’s
client/server architecture makes it possible for anyone who owns
a commodity gaming headset to participate in data collection. In
addition, we will be able to bring a VR headset and laptop to com-
munities, rather than requiring participants to be able to visit a lab
or deployment site.

2 APPROACH
In this section, we first describe the overall architecture of the
simulator, including the Python API that we are developing to make
it easier for other groups to adopt the simulator. We then describe
our approach to learning a grounded language model using data
collected from experiments run in RIVR. In the following section,
we describe the first experiment for which we intend to use these
platforms.

2.1 The RIVR Simulator
The overall architecture of the system described in this section is
shown in Fig. 2.

Figure 2: A high-level architecture of the RIVR system

Unity Environment and Render Server. The Unity simulation pro-
vides the virtual representation of an environment for the human
and robot to interact in. Pre-built environments from the AI2Thor

simulation environment serve as foundation for building experi-
ment specific scenes [21]. There also exists a variety of pre-built
assets available for Unity game development. These can be as sim-
ple as models of household objects to larger environmental scenes
of landscapes. Leveraging these assets allows for the construction
of environments that can be more varied than those that can be
built in a laboratory setting. This foundation provides an interface
for ablating and/or adding scenes and information available to the
human or robot. These modifications can provide further insight
into correlations in behavior and performance.

Compared to physical experiments, the virtual environment re-
quires less cost and effort to modify experiments. Unity plugins
for VR and ROS# immerse both the human and robot into the en-
vironment for representative perception and interaction with the
environment and each other. The virtual reality client is the only
part of the system that is run on a participant’s local machine. It
streams the text transcriptions, the position of the headset and
controllers, and button inputs to the ROS node for the robot. Only
the participants view is rendered and streamed to the participant’s
headset; while the Unity Render Sever models the robots more com-
plex sensors on an adequately powered remote server. This helps
lessen the computational requirements on users.

VR Interface. Human interactions are captured by SteamVR-
supported1 headsets. The human avatar is animated in accordance
with the VR headset and controllers connected to the participant’s
local machine. Three-point body dynamics are derived from the
localized headset and two handheld controllers. The three point
dynamics are used to control gestures on the human avatar while
the built-in microphone captures speech. The participant is able
to perceive the environment, including the robot avatar. Without
handheld controllers, the participant be unable to gesture, but still
maintain capability for speech through the headset. Currently, a
SteamVR-supported headset is required for human interaction in
the simulation. The use of motion tracked controller and headset
are used to capture the user gaze and gesture that can be animated
onto the human avatar.

ROS Robot Control Stack. Robot interactions are modeled by the
ROS robot control stack. A ROS server runs a Gazebo simulation for
robot dynamics alongside ROS nodes for defining and controlling
the robot. The Simulation Description Format is used to configure
the environment scene information in Gazebo while the Unified
Robot Description Format is used to represent the robot model
[20]. Rosbridge is used by the control stack for the Unity client and
Python API to connect to the simulator over the internet, as well as
record all the sensor data from the user, robot, and any other sensors
present in the scene. The ability to capture complete scene dynamics
and replay these interactions in simulation allows experiments to
introduce both unique humans and novel robots into previously
encountered scenarios for directly comparing evaluations of their
behavior.

Python API. The Python API enables training and inference algo-
rithms to be executed in the simulation feedback loop. By defining
a “User” class that contains the training/inference algorithm, the

1SteamVR is a virtual reality extension to the Steam gaming platform by Valve. It
provides the headset access to the OpenVR plugin used by our unity simulation.
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simulation will execute the algorithms at the beginning of the ro-
bot’s decision. The API receives observations as input and provides
decisions as output. Observations include all sensor measurements
available to the robot (e.g. cameras, microphones, etc.). Decisions
consist of a list of object locations to interact with and an associated
task assigned to each object. Tasks include object collection, mov-
ing object location or orientation, etc. Tasks are currently executed
by task specific ROS controllers built for the robot. For a detailed
experiment setup, see section 3.

Current system developments support a turn-based interaction
between a single human and a single robot. Guards are used to tran-
sition turns between human and robot. As shown in Fig. 3, the robot
will continuously act in the environment until it has completed task
execution. To prevent challenges with end of utterance detection,
recording of human speech begins with the press of a button on
the VR controller and ends with the release of that button. The
speech recording and associated test transcripts can also be used
as observations by the Python API and robot. Near-term efforts are
planned to modify the system to support asynchronous interactions
between human and robot. This will significantly expand the types
of interactions that can be supported.

Figure 3: System data flow for an HRI language-collection
experiment in RIVR

2.2 Learning a Grounded Language Model
We consider two different approaches to the language grounding
problem, but essentially any other model can be deployed as long
as it takes some observations including RGB-Depth images, speech,
and transcriptions as input, and returns a decision or an action
back. Action can be anything from picking an object to generating
a sentence as a response to the user.

The first approach follows the conventional paradigm. A natural
language description or a spoken natural language utterance is
transcribed using Google’s Speech to Text API and the language
grounding model predicts which objects correspond to the tex-
tual input. While this approach has shown success [24–26, 29, 35],
speech-to-text models have known biases that make them more
error-prone for specific sub-populations [4, 10, 13, 19, 34]. Since
the grounding model only has access to the output of the speech-
to-text model, it effectively shares the same bias. For this reason,
we consider a second less-conventional approach that skips the
transcription step and relies on the raw speech data itself.

We use the language grounding model described in Nguyen
et al. [25], although there is no speech involved in their work. The
language grounding problem is treated as one ofmanifold alignment
where the goal is to project language and vision representations
into a shared manifold where instances of either type that are
semantically similar are pushed to be close to each other. This is
achieved using triplet loss, a supervised loss that minimizes the
distance between an arbitrary anchor point 𝑎 and a positive point
𝑝 while maximizing the distance between anchor 𝑎 and a negative
point 𝑛. The loss is computed in the following way:

𝐿(𝑎, 𝑝, 𝑛) = max{𝑑 ((𝑓 (𝑎) − 𝑓 (𝑝)) − 𝑑 (𝑓 (𝑎) − 𝑓 (𝑛))) + 𝛼, 0}, (1)

where 𝑓 is an encoding function, 𝑑 is cosine distance, and 𝛼 is an
arbitrarily chosen margin that we set to 0.4. We select 𝑎, 𝑝 and
𝑛 from either of the domains. Given a vision or language anchor
point 𝑎, 𝑝 and 𝑛 are chosen such that 𝑎 and 𝑝 represent the same
object and 𝑛 represents a different object. For example if 𝑎 is the
RGB-D data of a mug, 𝑝 could be another RGB-D data of the same
mug or a language instance that describes the mug, and 𝑛 could
be the RGB-D data of a different object (e.g., bottle) or a language
instance that does not describe the mug.

The raw inputs are featurized using off-the-shelf pretrained mod-
els. We featurize the RGB-D visual input using a ResNet152 [14]
pre-trained on ImageNet. In the transcription-based approach, the
textual input is featurized using a pre-trained BERT [9] model
where the text embedding is obtained by averaging the concate-
nation of the last 4 BERT layers for every word in the description.
Similarly, in the raw speech approach, the features are extracted
using DeCoAR [22], a pre-trained self-supervised speech represen-
tation model. We use multi-layer perceptrons to project both the
language and vision features into the shared latent space.

We plan to use the RIVR setup to both train and evaluate our
language grounding models, as described below.

2.2.1 Training. Our triplet-loss based grounding model needs pos-
itive and negative examples to build a meaningful latent space.
While the language and vision data pairs obtained from a human
describing a given object are natural (anchor, positive) pairs, nega-
tive examples are harder to obtain. Previous work has approached
negative sampling by randomly picking an instance from differ-
ent object classes when object labels are available or by picking a
negative description that’s semantically distant from the object’s
description in the absence of labels [25, 27]. While both approaches
can achieve good results, we intend to test the hypothesis that
querying a human for negative examples would result in more
reliable sampling.

2.2.2 Inference. Segmented RGB-D data and centroid location for
every object perceived by the robot, the recorded speech and the cor-
responding transcription are obtained from the simulation through
the Python API. For each object, the RGB-D data along with the
provided language description (spoken or transcribed) are given to
the language grounding models described in Section 2.2. For each
model, we will use a threshold 𝑡 determined through validation
after training such that any object projected to the shared latent
space within a radius 𝑡 of the language description’s projection is
predicted to be relevant. The centroid locations of every relevant
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object are then passed through the Python API to the robot control
stack.

3 PROPOSED EXPERIMENT
The overarching goal of this project is to understand how HRI-
studies that involve language can be conducted in simulation, using
robot sensors and immersive interactions. The goal of our first
proposed experiment is to collect language in the setting described
above and use it to train and test a grounded language model in
simulation; once this is successful, we will transfer the learned
model to physical robots. We focus on a language-based object
retrieving task in which the robot learns a language model for
objects from a human interlocutor, then guides the robot through
the task of packing a lunch into a basket. Our initial experiment
will take place in a scenario drawn from the AI2Thor [21] project,
specifically a kitchen. In this scenario, a variety of food is placed
on the kitchen counter (see Fig. 1). To populate this scene, we are
taking advantage of the easy access to a widely diverse group of
objects provided by Unity’s broad asset base.

Experimental process. During the first phase (training), a partici-
pant will be asked to describe the objects on the table. Their verbal
responses and head pose will be captured by a VR headset. Ges-
tures, if any, will be captured by the associated handheld controllers.
During this, a continuous stream of simulated sensor data will be
collected and stored in a ros bag file. During this interaction, the
robot will be able to ask follow-up questions in order to improve its
understanding. For example, a question like “Is there another object
that corresponds to this description?” would provide a positive
visual example, while “Is this object also an apple?” would help
reduce uncertainty for ambiguous objects. We intend to use active
learning to determine what questions to ask, drawing on existing
work on active learning for robots [6], especially in language [5, 28].

Our experiment is a between-subject study, where the first group
of participants provides descriptions, while the second and third
groups try to instruct a robot to perform actions based on what it
has learned. During the second phase (testing), participants will be
asked to instruct the robot through the process of packing a lunch,
using the same interface. Our current expectation is that they will
provide descriptions of the food items that should be packed into the
lunch basket and the robot will attempt to follow the instructions,
presumably by picking up all relevant objects and placing them in
the basket. However, the goals of this initial experiment include
understanding how these expectations may be incorrect.

During the final phase (transfer), a third group of participants
will engage in the same testing task, but in the presence of a physical
robot with real sensors and real food. Our expectation is that wewill
need to acquire additional training data in this real-world setting,
but hopefully much less than would be required without the in-
simulation data that has been collected. This stage of the experiment
is intended to explore the efficiency of sim2real transfer and what
changes need to be made in RIVR to improve that transfer.

Metrics. After all interactions, participants will be asked to pro-
vide feedback. We will ask them about the experience, how they felt
about interacting with the robot, whether they found the training
process frustrating, and so on. However, because the primary goal

of this work is to establish the effectiveness of robot learning in
simulation and acting in reality, we will focus heavily on questions
about whether the robot packed the basket as expected and whether
the questions asked by the robot were sensible. The robot’s perfor-
mance will be quantitatively evaluated as a classification task of its
correct identification of objects to which the person refers. We will
also consider metrics that differentiate between the virtual and real
robots’ performances, including comparing the amount of training
data required in a sim2real versus learning-in-reality setting.

Recruitment. As a final note, data collected for machine learning
tasks is often drawn from a very limited set of people, leading to
significant problems in fairness, accountability, transparency, and
ethics. [18] While improving diversity in data is only one element
of the general problems with diversity in AI, it is an important one.
While our initial recruitment will focus on people who already own
commodity virtual reality hardware, once the current pandemic is
no longer a factor, we intend to aggressively recruit participants
from a variety of groups. It is our hope that the accessibility and
portability of RIVR will make it much easier to reach a broader set
of experiment participants.

4 FUTUREWORK
Once we obtain reliable results in simulation, our most immediate
goal will be to transfer the language grounding models learned
in simulation to a real robotic system. Bridging the gap between
simulation and reality is a challenging research problem but we
expect that the realistic nature of our simulated interactions will
enable a smoother transition.

We intend to replace the current turn-based interaction with an
interactive dialogue system. Once the simulation supports asyn-
chronous interactions, we plan on supporting interactions between
multiple robots and multiple humans. We also plan on implement-
ing better modeling of RGB-D sensors. Currently, Gaussian noise is
added to the depth images. We plan on integrating the noise models
proposed by Sweeney et al. [33] to simulate pixel dropout in depth
images. We also plan on implementing additional robotic sensors
such as distance, thermal, laser or LIDAR sensors that would cre-
ate interesting data collection and learning opportunities. These
developments would enable RIVR to support task-based domain
adaptation and transferring learned models of grounded language
between robots with heterogeneous sensor platforms.

For users not familiar with Unity and/or RIVR, simulation devel-
opments intend to work towards a Unity API for modifying scenes
and robots. A Python API provides an interface for specifying how
objects will be modified in the scene (e.g. added, ablated, change
size and/or color, etc.) without the need to understand Unity devel-
opment. Using local 3D-model files can provide users the ability
to introduce unique objects in the scene. In addition, we plan to
implement support for users to provide URDF files through the
Unity API to construct novel robots and sensors in the scene. The
Unity API is intended to help simplify the process of designing new
experiments and increase usability across the robotics community.
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