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I. INTRODUCTION

As robots become advanced and affordable enough to have
in our daily lives, the next question is: How do we make
using these machines as intuitive as possible? Language offers
an approachable and relatively accessible interface without
requiring prior training on the part of the user. We have seen
the integration of voice-assistant speakers in homes drastically
increase in the recent years. Voice, and more specifically
language, is proving to be a preferred method for interacting
with AI-enabled assistants.

However, understanding how natural language applies to the
physical world is still very much an open problem. Combining
language and robotics creates unique challenges that much
of the current work on grounded language learning has not
addressed. Our proposed approach is to jointly learn language
and world representations by learning a projection of both the
language and sensor data into a joint space, using a process
known as manifold alignment. This will enable learning of
more complex grounded language in a domain-independent
way. Once completed, this work will provide a bridge between
the noisy, multimodal perceived world of the robotic agent and
unconstrained natural language.

II. GROUNDED LANGUAGE

Acquiring grounded language—learning associations be-
tween symbols in language and their referents in the physical
world—takes many forms. With some exceptions [17], the
majority of current work focuses on grounding language to
RGB images [7], [14]. Due to availability of large datasets
of parallel RGB images and language [7], [11], these tasks
typically operate with a large pool of data. In the grounded
language work in robotics, more specifically using RGB-D,
large annotated datasets are rare.

Work in grounding language to rich RGB-D images is an
active research area. This is a complex problem space, and has
been demonstrated successfully in domains as varied as solic-
iting human assistance with tasks [6], interactive learning [16],
and understanding complex spatial expressions [9]. Our own
previous work [10], [12] has made simplifying assumptions,
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Fig. 1. Our joint learning with vision and language models, using RGB-D
images and parallel language descriptions given by people.

using a bag-of-words language model and focusing on using
domain-specific visual features for training classifier models.
The proposed approach relaxes these assumptions.

III. APPROACH

Our intention is to treat the language grounding problem
as one of manifold alignment—finding a mapping from het-
erogeneous data sets, such as language and sensor data, to
a shared structure in latent space (manifold). This makes the
assumption that there is an underlying manifold that data sets
share, obtained by leveraging correspondences between paired
data elements. We also propose a triplet loss function based
on automatically selected negative data.

Manifold Alignment. Jointly learning embeddings for dif-
ferent domains to a shared latent space can yield a consistent
representation of concepts across domains. Given n different
domains X1, ..., Xn, the manifold alignment task is to find n
functions, f1, ..., fn such that each function maps each mi-
dimensional space to a shared latent m-dimensional space.

fi : Rmi → Rm , i = 1, ..., n

In order to find these mappings, the distance in the em-
bedding space between similar instances within and across
domains is minimized. Manifold alignment approaches may
be local or global. In local approaches, such as locally linear
embedding (LLE) [13], the goal is to map similar items from
different domains closer to each other. Global methods such
as [18] preserve not only the local geometry of the data, but
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also the global geometry (geodesic distance). There are some
hybrid methods that take advantage of both local and global
alignment such as local tangent space alignment (LTSA) [19].
Canonical correlation analysis (CCA) [5] is one of the state-of-
the-art methods to maximizing the correlation among similar
embeddings in the shared manifold, and Deep-CCA [1] applies
deep neural networks to CCA.

We propose using heterogeneous models for the different
domains of corresponding data. In order to extract features
from sensor data (vision+depth), we take advantage of CNNs
(convolutional neural networks); text embeddings (natural
language domain) are extracted with RNNs (recurrent neural
networks). Triplet loss is then constructed using these hetero-
geneous features.

Deep Metric Learning and Triplet Loss. Deep metric
learning uses deep neural networks to learn a projection of data
to an embedding space where intra-class distances are smaller
than inter-class distances. Our intention is that the learned
metric and embedding capture the semantics of the paired
data. Triplet loss functions directly encode the desire that data
from a common class be ‘closer together’ than data from other
classes [2], [15]. In particular, triplet loss seeks to minimize
the distance between an anchor point and a positive point
belonging to the same class as the anchor, while maximizing
the distance between the anchor point and a negative point
belonging to a different class. Given an anchor xa, positive
xp, and negative xn, we seek to minimize the following triplet
loss (where d is a distance metric and α is a margin enforced
between positive and negative data pairs):

L(xa, xp, xn) = max {d(xa, xp)− d(xa, xn) + α, 0}

Previous work has used triplet loss for learning metric
embeddings (e.g., [4] maps similar data from homogeneous
domains closer to each other in a shared lower-dimensional
latent space). Our approach, in contrast, is to use data from
heterogeneous domains to learn the metric embeddings based
on triplet loss learning.

Triplet Selection. Previous work in triplet loss learning has
chosen negatives pairs based on a lack of positive labels [3],
[4]. This approach is ineffective for natural language, in which
things tend not to be labeled exhaustively. Negative examples
are chosen through semantic distances between natural lan-
guage descriptions using the method of [10].

We define a triplet as (xa, xp, xn) where xa is a RGB-
D image, xp is a description that was given for the RGB-D
image, and xn is a sentence description that is negative as
defined by the semantic distance threshold. Our triplet mining
algorithm will respect this constraint while potentially taking
a batch-hard approach in which we select the furthest xp and
xn with respect to xa.

IV. DISCUSSION AND FUTURE WORK

Applying manifold alignment to learning groundings be-
tween language and physical context is a relatively novel
approach; the only exceptions we are aware of focus on the

cooking domain [3], [14]. Our proposed method is distinct in
that we will use deep neural networks and triplet loss to learn
the shared latent space, as well as selecting negative examples
from paired data using unsupervised document embeddings.
Our main goal is to push the research objective to incorporate
a true joint learning of the two domains. Experiments will be
run on the well-known RGB-D object dataset [8], extended to
include natural language descriptions.
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